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Abstract

Recent studies show that self-attentions behave like low-
pass filters (as opposed to convolutions) and enhancing
their high-pass filtering capability improves model per-
formance. Contrary to this idea, we investigate existing
convolution-based models with spectral analysis and ob-
serve that improving the low-pass filtering in convolution
operations also leads to performance improvement. To ac-
count for this observation, we hypothesize that utilizing op-
timal token mixers that capture balanced representations
of both high- and low-frequency components can enhance
the performance of models. We verify this by decompos-
ing visual features into the frequency domain and combin-
ing them in a balanced manner. To handle this, we re-
place the balancing problem with a mask filtering problem
in the frequency domain. Then, we introduce a novel token-
mixer named SPAM and leverage it to derive a MetaFormer
model termed as SPANet. Experimental results show that
the proposed method provides a way to achieve this bal-
ance, and the balanced representations of both high- and
low-frequency components can improve the performance
of models on multiple computer vision tasks. Our code is
available at https://doranlyong.github.io/projects/spanet/.

1. Introduction

In recent years, Vision Transformers (ViTs) have
achieved remarkable success and have garnered significant
attention in the field of computer vision. As a result, nu-
merous follow-up models based on the ViT [15] have been
proposed, making ViTs a dominant architecture and a vi-
able alternative to Convolutional Neural Networks (CNNs)
in various computer vision tasks including image classifica-
tion [55, 67, 34, 58], object detection [3, 80, 76], segmenta-
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Figure 1: Fourier spectrum maps of ConvNeXt and other
MetaFormers. The output of the spectrum map from each
token mixer is processed for the same input. Depth-wise
convolution (DepConv) of ConvNeXt-T [35], Global MSA
of ViT-B/16 [15], Local MSA of Swin-T [34], Focal module
of FocalNet-T [69], and SPAM of our SPANet-S are shown
in order.

tion [61, 64, 8], and beyond [4, 75, 41, 62].

The reason for the success of ViT has been explained pri-
marily as the use of Multi-Head Self-Attention (MSA) for
token mixing [15]. This commonly held belief has led to
the development of numerous variations of MSA [16, 20,

, 79] aimed at improving the performance of ViTs. Yet
some recent works have challenged this belief by demon-
strating competitive results without utilizing MSAs. Tol-
stikhin et al. [52] fully replaced the MSAs with a spatial
Multi-Layer Perceptron (MLP) and achieves comparable re-
sults on image classification benchmarks. Subsequent stud-
ies [24, 33, 54, 51] have attempted to reduce the perfor-
mance gap between MLP-like models and ViTs by utilizing
improved data-efficient training and redesigned MLP mod-
ules. These endeavors have shown the feasibility of MLP-
like models to replace MSAs as token mixers. Moreover,
other research lines [29, 38, 39, 46, 21] have explored al-
ternative self-attention-based token mixers and reported en-
couraging results. For example, GFNet [40] replaces self-
attention with Fourier Transform and achieves competitive
performance to ViT in image classification tasks.
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Figure 2: Relative log amplitude of Fourier transformed
feature maps. DepConv of ConvNeXt-T and Global MSA
of ViT-B/16 exhibit low-pass filtering that contains the
most and the least high-frequency components, respec-
tively. Conversely, Local MSA of Swin-T and Focal Mod-
ule of FocalNet-T seem to capture both spectral components
in a better balanced way.

There have also been works that aim to understand the
fundamental differences between MSAs and convolution
operations. The commonly accepted explanation for the
efficacy of MSAs is their capacity to effectively capture
long-range dependencies without imposing a strong induc-
tive bias [15, 40, 57, 71, 37, 9] in contrast to convolution
operations. In a recent study, however, Park et al. [43] ex-
plored the spectral filtering properties of both MSAs and
convolutions and found that MSAs are closer to low-pass
filtering, while convolution operations are better suited for
filtering high-pass signals. The study also suggests that in-
corporating both operations in a specific sequence can lead
to improved performance. Another study done by Bai er
al. [2] investigates the adversarial robustness of MSAs and
convolution operations by adding frequency perturbation
and reached a similar conclusion. Moreover, the study pro-
poses three training schemes to enhance the capture of high-
frequency components by MSAs, leading to performance
improvement of ViTs. That is, the model performance can
be improved by enhancing the weak high-pass filtering ca-
pability of MSAs, or by using a token mixer optimized from
a spectral filter perspective. Conversely, it can be expected
that enhancing the low-pass filter capability of convolutions
can also improve performance.

Figures 1 and 2 provide evidence supporting the expec-
tation. Consistent with previous studies, depth-wise con-
volution (DepConv) is relatively more effective at capturing
high-frequency signals compared to local- and global-MSA.
On the other hand, the Focal Module [69] demonstrates bet-
ter low-pass filtering capability, despite utilizing DepConv,
and its performance also surpasses that of ConvNeXt [35],

ViT [15], and Swin Transformer [34]. Collecting all these
results together, we then naturally make such a hypothesis:
utilizing optimal token mixers that capture balanced repre-
sentations of both high- and low-frequency components can
enhance the performance of models.

To verify this hypothesis, we employ the Discrete
Fourier Transform (DFT) to decompose visual features into
low- and high-frequency components. We then assign
weights to tokens corresponding to each frequency band to
balance low-frequency and high-frequency components in a
way. To accomplish this, we replace the balancing problem
with a mask filtering problem in the frequency domain and
introduce a novel token-mixer called spectral pooling ag-
gregation modulation (SPAM) module, which enables the
balance of high- and low-frequency components. Using
the SPAM token-mixer, we propose SPANet based on the
MetaFormer architecture [72]. The performance of SPANet
is evaluated on three benchmark computer vision tasks: im-
age classification, object detection, and segmentation, and
it demonstrates improved results compared to the previous
state-of-the-art.

Our contributions are summarized as three-fold. (1) We
handle the balancing problem of high- and low-frequency
components of visual features, and show that it can be re-
placed with a mask filtering problem in the frequency do-
main. Specifically, we solve this problem by introducing
SPAM. (2) Leveraging SPAM, we propose SPANet, which
is based on the MetaFormer architecture [72]. (3) Our pro-
posed SPANet is evaluated on multiple vision tasks, includ-
ing image classification [14], object detection [32], instance
segmentation [32], and semantic segmentation [78]. Our
results show that SPANet outperforms state-of-the-art mod-
els.

2. Related Works
2.1. Transformers

Transformer has been first proposed in [59] for machine
language translation which utilizes self-attention to learn
representations of the input sequence that capture long-
range dependencies and relationships between different lan-
guage tokens. Thanks to its successful application in many
natural language processing (NLP) tasks, the applicability
of self-attention has been extended to the computer vision
field. For instance, ViT [15] pioneered how to adopt a pure
transformer architecture in image classification tasks and
achieve excellent performance. Since the success of ViT,
many follow-up works have been focusing on improving
the MSA-based token mixers of ViTs through various ap-
proaches, such as shifted windows [34], relative position
encoding [68], anti-aliasing attention map [45], or incorpo-
rating convolution [16, 19, 67], efc.
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2.2. MetaFormers beyond Self-Attentions

Despite the widespread belief that the MSAs play an es-
sential role in the success of ViTs, some recent studies have
raised the question of whether it is the crucial element re-
sponsible for their high performance. For instance, it was
found that MSAs can be entirely substituted with MLPs as
token mixers [52, 54], while still achieving competitive per-
formance relative to ViTs. This discovery sparked a discus-
sion in the research community about which token mixer
is better [7, 24] and several works challenged the domi-
nance of attention-based token mixers by replacing MSAs
with various approaches [29, 38, 39, 46]. Meanwhile, there
have been other studies to explore transformers from the as-
pect of general architecture termed MetaFormer by replac-
ing MSAs with non-parametric token mixers. ShiftViT [60]
uses a partial shift operation [30] instead of MSAs, and
PoolFormer [72] employs a spatial average pooling operator
to replace MSAs. Both models achieve competitive perfor-
mance on various computer vision tasks, suggesting that uti-
lizing MetaFormer architecture can lead to reasonable per-
formance. Building on this idea, we propose SPANet lever-
aging the advantage of MetaFormer architecture.

2.3. Frequency Domain Analysis

The frequency domain analysis has been extensively
studied in the literature on computer vision. Normally,
the low frequencies correspond to global structures and
color information while the high frequencies correspond to
fine details of objects ( e.g., local edges/textures) [11, 13].
According to [43, 2], MSAs highly tend to learn low-
frequency representations in visual data but are weak for
learning high-frequencies. On the other hand, convolutions
exhibit the opposite behavior. Based on these observations,
LITv2 [42] proposed a HiLo attention-mixer which cap-
tures both high- and low-frequency information with self-
attention. Furthermore, Bai et al. [2] proposed HAT that
enhances the ability of ViTs to capture high-frequency com-
ponents using adversarial training. To the best of our knowl-
edge, however, there has been no prior work aimed at en-
hancing CNNss in effectively capturing low-frequency com-
ponents in visual data. Inspired by this, we introduce a new
token-mixer called SPAM, which utilizes convolutional op-
eration to efficiently capture both high- and low-frequency
signals in a balanced manner.

3. Background
3.1. Feature Filtering in the Frequency Domain

Typically, there are two types of methods for image fil-
tering. One is to perform a kernel convolution in the spa-
tial domain and the other is to utilize the Discrete Fourier
Transform (DFT) for filtering in the frequency domain. Ac-
cording to the convolution theorem [26], the results of vi-

sual feature processing in either the spatial domain or the
frequency domain are equivalent. Yet transforming the fea-
tures into the frequency domain allows for direct control
of the spectral signals of features. Therefore, we adopt the
frequency-based filtering method using the 2D DFT. This
process is divided into three steps as follows.

Given a visual feature € R”*W*D a5 input, 2D DFT
is used to transform it from the spatial domain to the fre-
quency domain:

X, = F(z,) e CH>W, (1

where F(-) denotes 2D DFT function, z. € R7*W rep-
resents the c-th dimension of visual feature x, and X, is
a complex tensor representing the spectrum of x.. We use
torch.fft.fft2 implemented by PyTorch library [44]
to apply F(+) to x..

The desired frequency band is then modified by apply-
ing the Hadamard product (HP) with a weighting matrix to
weight the spectrum:

X, =MoX,, )

where © denotes the HP and M is an arbitrary weighting
matrix that has the same size as X ...

Finally, the inverse DFT is applied to convert the modu-
lated X . back into the spatial domain and update the fea-
tures:

x, — &, = F1(X,). (3)

3.2. Focal Modulation

The focal modulation [69] is a new method that exploits
depth-wise convolution to mimic the self-attention in a dif-
ferent way. This approach first aggregates context features,
then interacts with visual tokens using the HP as:

y* = q(z*) © m(k, @), 4)

where ¥ € RP is visual token (query) at position k and
y* € RP is refined representation. ¢(-) and m(-) are func-
tions for query projection and context aggregation, respec-
tively.

By observing Figures 1 and 2, the transformed feature
of the focal modulation has a relatively more concentration
of low-frequency signals compared to that of the DepConv.
This result suggests that modulation with m(-) has a struc-
tural advantage for constructing a low-pass filter. Motivated
by this, we leverage the focal modulation strategy described
in Eq. 4 for our token-mixer design.

4. A Frequency-balancing Token Mixer

In this section, we introduce a novel context aggregation
using convolutional modulation. Since convolution opera-
tions tend to relatively favor high-pass filtering [43], we aim
to modulate the context features to concentrate relatively
more on the low-pass signal for balance.
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4.1. Spectral Pooling Gate (SPG)

For simplicity of implementation, we decompose a vi-
sual feature into a combination of low-pass (/p) and high-
pass (hp) filters. That is, the low- and high-frequency com-
ponents from the input visual features x are filtered out by
pre-defined filters and then blended into one. This can be
expressed in the following equation:

Fe = Mo fip(®e) + (1= Xp) fap(xe) € RFXW 0 (5)

where A, € [0, 1] is a balancing parameter and &, repre-
sents the filtered x. by the combination of low- and high-
pass filters.

Now the balance of the high- and low-frequency compo-
nents can be controlled by manipulating the spectrum of the
visual features by adjusting \,. For example, setting A to
0.5, the output after normalization will be the same as the
normalized input without any transformation.

4.1.1 Filtering with Spectral Pooling Filter (SPF)

Spectral pooling introduced by Rippel et al. [47] is a pool-
ing technique that is used to reduce spatial tensor dimension
by applying a low-pass filter. This is based on the inverse
power law, which states that the expected power of natu-
ral images is statistically concentrated in the low-frequency
region [53]. In other words, most of the important vi-
sual information in natural images is contained in the low-
frequency part of the spectrum. Based on this, we design
that low-frequency components are given greater weight
compared to high-frequency components for frequency bal-
ancing. Also, it is general to preserve the input and out-
put dimensions in traditional token-mixer designs. In the
proposed spectral pooling scheme, therefore, filtering is ap-
plied while preserving the dimension.

The first step is to apply the 2D DFT to the input feature
map and shift it so that the low-frequency components are
located at the center(i.e., the origin is set in the middle of
the spectral map). For the low pass filter, f;,, we select a
low-frequency subset and remove the rest as follows:

s — {Q<Xc><u, v) (u0) € AY ©
0 otherwise

where G(-) is a function for centering the Fourier trans-
form (we use torch.fft.fftshift implemented by
PyTorch [44] library), (u,v) is a pair of positions for
frequency-domain, and A € R? is a selected low-
frequency region centered on the origin. Then, we obtain
the spectral pooled feature map by applying the inverted
shift and the inverse DFT:

fip(@e) = FHGTH(ST)) e RTXW. (7

The high-pass filter, 5, acts in the opposite manner to
the low-pass filter and can be obtained by blocking or sub-
tracting low-frequency components from the input feature
map as follows:

sh=g(x.) - SY, (8)

where S/ € CH*W is the high-frequency subset with the
low-frequency area A!/ filled with zeros in G(X ). Subse-
quently, the inverse DFT is applied to the inverted shift of
the high-frequency subset in a similar fashion as in Eq. 7 to
obtain the high-pass filtered outcome:

frp(@e) = FH(G(SM)) e RFXW. )

4.1.2 Implementation of SPF using Mask Filtering

Since F, G, and those inverses are linear systems, they sat-
isfy the superposition property. Therefore, Eq. 5 can be re-
placed by using Eq. 7 and Eq. 9 as follows:

Ee=F G ST+ (1= M)SH)).  (10)

In fact, the process to obtain spectral-pooled subsets (.S’ ch
and S’C’f ) by cropping the target band and filling the rest
with zeros, can be easily achieved by masking the spectral
map G(X.) with ideal binary masks using Eq. 2. The bi-
nary mask M/ for obtaining 8% is filled with ones in A/
and zeros in the rest as follows:

Mt =t
0

Conversely, the binary mask M hf is obtained with filling
zeros in A and ones in the rest:

s =)0
1

Now the spectral-pooled subsets, Sf:f and S}gf , can be ob-
tained by simple mask operation as follows:

(u,v) € Al
otherwise

(1)

(u,v) € AV

12
otherwise (12)

S =MYog(X,), (13)

St =M" og(X.). 14

Thus, \pSY + (1 — A\;)S™/ can be described as below by
applying Eq. 13 and Eq. 14:

MMY + (1 - X)) M"Y o G(X,). (15)

Any filter can be described by combining two or more
ideal filters. In Eq. 15, A\, M ' means scaling the values
in A by Ay, and (1 — \y) M"/ means scaling the values
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Figure 3: Overview of the SPAM. DW represents a depth-
wise convolution and the block ’Linear’ is implemented us-
ingal x 1 convolution.

except A/ by (1— \). For efficient mask operation, there-
fore, \y M + (1 — X\y) M" can be combined as a single

mask:
M=
1—X

(u,v) € AV

, 16
otherwise (16)

where M7/ € RE*W is the combination of M'/ and M"/.
Therefore, Eq. 10 is simply rewritten as:

Z.=F LG (M oG(X,)). a17)

Finally, we need to define A'/ of Eq. 6 in detail. In the
spectral pooling of Rippel er al. [47], A is described as a
rectangular shape. Generally, rectangular low-pass filtering,
however, can result in artifacts or distortion in the output
image. Therefore, we define A!/ as a circular shape:

A (u,0) = {(u, )|V (u = ug)? + (v —v0)? < 7},
(18)
where (ug, vo) indicates the origin of (u, v) pairs and r is a
radius. That is, A\ is assigned to the locations within radius
rand 1 — )\, is assigned to the rest.

4.1.3 Feature Interaction

Applying the pre-defined filter in Section 4.1.2 uniformly to
all feature dimensions is generally simplistic but limits the
ability to reliably optimize representations by considering
correlations between feature maps. In order to deal with

Figure 4: Visualization of the context map. The context
map derived from the aggregated SPG features appropri-
ately aligns with the object in the given image. This demon-
strates that the aggregated context of SPAM can exhibit in-
terpretable contextual features without self-attentions.

this problem, Qian et al. [45] derived various and complex
filters from the pre-defined filters with a linear assembling
strategy with 1 x 1 convolutions. In this paper, we also apply
the same scheme using Eq. 17 :

D
T =Y bicde, (19)
c=1

where ¢; . € R denotes the c-th learnable parameter of i-th
kernel of 1 x 1 convolutions, and z; € R¥*W is a dynam-
ically interacted feature map of & € R *WxD,

As a result, SPG adjusts the high- and low-frequency
components of all visual features using SPF of Eq. 17 and
expresses complex and rich features utilizing Eq. 19, while
optimizing the balance of frequency components. The
overview of SPG is included in Figure 3.

4.2. Spectral Pooling Aggregation Modulation

In this section, we propose a novel context aggregation
using SPG. We then introduce a new token-mixer called
Spectral Pooling Aggregation Modulation (SPAM) follow-
ing the same strategy in Eq. 4. The overall structure is
shown in Figure 3. Given a visual feature x, it passes
through a linear layer and depth-wise convolution for query
projection. To reduce the number of parameters, spatial
separable convolution [49] is adopted, which decompose
K x K kernel into a pair of 1 x K and K x 1. In the
context aggregation phase, N SPGs are utilized to aggre-
gate filtered values by various balancing parameters. Each
SPG receives a uniformly split projection map, and its out-
put is aggregated by addition for context. The context map
is shown in Figure 4. Then, the aggregated context is ap-
plied to the query for modulation. Finally, the modulated
feature is passed through a linear layer for interaction.
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Table 1: Model configurations of SPANets. C, L, and
r mean embedding dimension, layer number (as known as
depth), and radius of SPF in each stage, respectively. Each
row describes each model variant for small, medium, and
base denoted as S, M, and B, respectively.

Model size C L r
S 64-128-320-512 | 4-4-12-4 | 2-2-1-1
SPANet | M | 64-128-320-512 | 6-6-18-6 | 2-2-1-1
B | 96-192-384-768 | 6-6-18-6 | 2-2-1-1

4.3. SPANet Architectures

We adopt the same stage layouts and embedding dimen-
sions as in the MetaFormer baseline [72] but replace the
token-mixer parts with the proposed SPAM to construct a
series of SPAM Network (SPANet) variants. In SPANets,
we only need to specify the balancing parameters, A, for
each SPG, along with the radius, r, for the low-frequency
band at each stage. The detailed configurations for each
variant labeled as small, medium, and base are described in
Table 1. Following the inverse power law [53], we assume
Ap should be larger than 0.5 to emphasize low-frequency
components. Experimentally, we set N to 3, and \; of each
SPG to 0.7, 0.8, and 0.9, respectively.

5. Experiments

Following common practices [72, 34, 70, 63], we con-
duct experiments to verify the effectiveness of the proposed
SPANet on three tasks: image classification on ImageNet-
1K [14], object detection and instance segmentation on
COCO [32] and semantic segmentation on ADE20K [78].
Firstly, we evaluate the proposed SPANet architecture
against the previous state-of-the-art on three tasks. In ad-
dition, the ablation study section analyzes the significance
of the design elements of the proposed architecture. All ex-
periments were implemented using PyTorch [44] on Ubuntu
20.04 with 4 NVIDIA RTX3090 GPUs.

5.1. Image Classification on ImageNet-1K

Implementation setup. For image classification, we
evaluated SPANet on ImageNet-1K [14] which is one of
the most widely cited benchmarks in the computer vision
society. It comprises 1.28M training images and 50K vali-
dation images from 1K classes. Most of the training strate-
gies are followed in [72] and [55]. The models are
trained for 300 epochs at 2242 resolution by AdamW op-
timizer [27, 36] with weight decay 0.05 and peak learn-
ing rate Ir= le™3 x ba%‘% (a batch size of 1024 and a
learning rate of le~> are used in this paper). The num-
ber of warmup epochs is 5 and a cosine decay learning rate
scheduler is used. For data augmentation and regulariza-

84 1
9 83 1
>
3 1
8 82 25 50 100 Params( M)
<
~
Q SPANet(ours)
}9 81 FocalNet
UTv2
DWNet
Swin
PVT
80 1 ConvNeXt
3 6 9 12 15
FLOPs (G)
Figure 5: ImageNet-1K validation accuracy vs.

FLOPs/Params for SPANets and other compara-
tive models. The size of each bubble is proportional to the
number of parameters in a variant within a model family.

tion, MixUp [74], CutMix [73], CutOut [77], RandAug-
ment [ 2], Label Smoothing [49] and Stochastic Depth [25]
are used. Dropout is disabled but ResScale [48] for the
last two stages is adopted to aid in training deep models.
We employed Modified Layer Normalization (MLN) [72]
to calculate the mean and variance along both visual to-
ken and channel dimensions, as opposed to only channel
dimension in vanilla Layer Normalization [1]. MLN can
be implemented using GroupNorm API in PyTorch [44] by
setting the group number as 1. Our code implementation
is based on Pytorch-image-models [65] and MetaFormer
baseline [72].

Results. The performance of SPANets on ImageNet
classification is presented in Table 2 and Figure 5. Our
SPANets outperform others in terms of top-1 accuracy for
small, medium, and base models when compared to the
CNNs and other MetaFormers based on convolutions or
self-attentions. In the case of the small model, SPANet-
S achieves better performance than two state-of-the-art
MetaFormers, namely LITv2-S and FocalNet-T, despite
having a similar number of parameters and FLOPs. Specif-
ically, it outperforms LITv2-S, which uses an attention-
based mixer to handle both low and high frequencies,
by 1.1%p, and FocalNet-T, which utilizes a modulated
convolution-based mixer, by 0.8%p. In the medium model
case, SPANet-M achieves the highest accuracy with the
lowest number of FLOPs and parameters. Even compared
to LITv2-M, it gains 0.2%p top-1 accuracy. For CNNs,
similar to comparison results on small and medium models,
SPANets outperform ConvNeXts by 1.0%p, and 0.4%p, re-
spectively. Similar results to those of the small and medium
cases can also be observed for the base model case.
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Table 2: Performance comparison on ImageNet-1K [14]
classification. All models are trained from scratch on the
ImageNet-1K training set and the accuracy on the valida-
tion set is reported. The numbers of FLOPs for input size
2242 are counted by fvcore [17] library. The results of
RSB-ResNet are from “ResNet Strikes Back” [66] which
improves the ResNet model [23] with an optimized proce-

dure for 300 epochs.

Model General Arch. | Token Mixer | Params (M) | FLOPs (G) | Top-1 (%)
RSB-ResNet-50 [23, 66] ONN . 26 4.1 79.8
ConvNeXt-T [35] 29 4.5 82.1
PoolFormer-S24 [72] Pooling 21 34 80.3
PVT-Small [63] 25 38 79.8
Swin-T [34] Attention 29 4.5 81.3
LITv2-S [42] MetaFormer 28 3.7 82.0
GFENet-H-S [46] 32 4.6 81.5
DWNet-tiny [21] Convolution 24 3.8 81.2
FocalNet-T [69] 29 4.5 82.3
SPANet-S (ours) 29 4.6 83.1
RSB-ResNet-101 [23, 66] 45 79 81.3
ConvNeXt-S [35] CNN ] 50 8.7 83.1
PoolFormer-M36 [72] Pooling 56 8.8 82.1
PVT-Medium [63] 44 6.7 81.2
Swin-S [34] MetaFormer Attention 50 8.7 83.0
LITv2-M [42] 49 75 83.3
GFNet-H-B [46] 54 8.6 82.9
FocalNet-S [69] Convolution 50 8.7 83.5
SPANet-M (ours) 42 6.8 83.5
RSB-ResNet-152 [23, 66] ONN j 60 11.6 81.8
ConvNeXt-B [35] 89 15.4 83.8
PoolFormer-M48 [72] Pooling 73 11.6 82.5
ViT-B/16 [15] 86 17.6 79.7
PVT-Large [63] Attention 61 9.8 81.7
Swin-B [34] MetaFormer 88 15.4 83.5
LITv2-B [42] 87 13.2 83.6
DWNet-base [21] 74 12.9 83.2
FocalNet-B [69] Convolution 89 154 83.9
SPANet-B (ours) 76 12.0 84.0

5.2. Object Detection and Instance Segmentation
on COCO

Implementation setup. SPANet is evaluated based on
COCO benchmark [32] which includes 118K training im-
ages (train2017)and 5K validation images (val2017).
The models are trained on the training set, and the perfor-
mance is reported on the validation set. SPANet is used
as the backbone for two widely adopted detectors, namely
RetinaNet [31] and Mask R-CNN [22]. ImageNet pre-
trained weights are used to initialize the backbones, while
Xavier initialization [18] is utilized to initialize the added
layers. All models are trained using AdamW [27, 36] with
an initial learning rate of le~* and batch size of 8. Fol-
lowing common practices [31, 22], we adopted 1 x training
schedule, which involves training the detection models for
12 epochs. The training images are resized to have a shorter
side of 800 pixels, while the longer side is constrained to
be at most 1,333 pixels. For testing, the shorter side of the
images is also resized to 800 pixels. The implementation is
based on the mmdetection [5] codebase.

Results. As shown in Table 3, SPANets equipped with
RetinaNet [31] show competitive performances compared
to their counterparts. For example, SPANet-S achieves
43.3AP, surpassing ResNet50 (36.3 AP), PVT-Small (40.4
AP), and Swin-T (41.5 AP), while obtaining competitive

result to LITv2-S (43.7 AP). Similar results are also ob-
served for SPANet-M. Moreover, these similar results also
hold when equipped with Mask R-CNN [22].

5.3. Semantic Segmentation on ADE20K

Implementation setup. Following previous studies [63,

], ADE20K [78] is selected to benchmark semantic seg-
mentation, which requires an understanding of fine-grained
details as well as an ability to analyze long-range interac-
tions. The dataset consists of 20K training and 2K vali-
dation images, covering 150 fine-grained categories. We
follow the evaluation approach of by employing SPANets
as backbones equipped with Semantic FPN [28] and mea-
suring model performance in terms of mloU. ImageNet
pre-trained weights are adopted to initialize the backbones,
while Xavier [18] is used to initialize the newly added
layers. Following common practices [28, 6], models are
trained for 80K iterations with a batch size of 16. We em-
ployed the AdamW [27, 36] with an initial learning rate of
2e¢~* that will decay following a polynomial decay sched-
ule with a power of 0.9. Images are randomly resized and
cropped into 512 x 512 for training and are rescaled on the
shorter side of 512 pixels for testing. Our code implemen-
tation is based on the mmsegmentation [10] codebase.

Results. As shown in Table 4, equipped with Seman-
tic FPN [28] for semantic segmentation, SPANet consis-
tently outperforms other existing models. For instance,
using nearly identical numbers of parameters and FLOPs,
SPANet-S exhibits a 3.9%p and 1.1%p improvement in
mloU over Swin-T and LITv2-S, respectively. Similar re-
sults are also observed for the medium model case.

5.4. Ablation

This section presents ablation studies conducted on
SPANet using ImageNet-1K [14]. The results of these stud-
ies are presented in Table 5 and are discussed below accord-
ing to the following aspects.

SPAM components. To investigate the significance of
the components that make up SPAM, we conduct experi-
ments that involve altering the operators. In the first step,
it is confirmed the SPF as an important element of SPG.
The analysis reveals that the removal of this component re-
sults in a significant performance decrease, with accuracy
dropping to 82.2%. Finally, we find the addition operator is
better for context aggregation in SPAM. Our experimental
result, shown in Table 5, indicates that replacing it with the
HP leads to a decrease in performance to 82.7%.

Radius for low-pass band in each stage. The radius
of the low-pass region for each stage is also an important
factor affecting performance. As presented in Table 5, us-
ing [1,1,1,1] and [4,4, 1,1] decrease the performances in
—0.1%p and —0.2%p, respectively. Therefore, [2,2,1,1] is
adopted by default. However, it may not be optimal for

6119



Table 3: Performance of object detection with RetinaNet [31], and object detection and instance segmentation with
]. For training detection models, 1 training schedule is adopted consisting of 12
epochs. The performance is reported in terms of bounding box AP and mask AP, denoted by AP” and AP™, respectively.

Mask R-CNN [

Jon COCO val2017 [

Backbone RetinaNet 1x Mask R-CNN 1x

Param M) | AP APs; AP;; APg AP, APr | Param (M) | AP APS, AP, AP™ APY, APL:
ResNet50 [23] 38 363 553 386 193 400 488 44 38.0 586 414 344 551 367
PVT-Small [63] 34 404 613 430 250 429 557 44 404 629 438 378 60.1 403
Swin-T [34] 39 415 621 442 251 449 555 48 422 646 462 391 616 420
LITv2-S [42] 38 437 - - - - - 47 “47 - - 407 - -
SPANet-S (ours) 38 433 637 465 258 477 570 48 447 657 488 406 629 438
ResNet101 [23] 57 385 578 412 214 426 511 63 404 61.1 442 364 577 3838
PVT-Medium [63] 54 419 631 443 250 449 576 64 420 644 456 390 616 421
Swin-S [34] 60 445 657 475 274 480 599 69 448 66.6 489 409 634 442
LITv2-M [42] 59 458 - - - - - 68 465 - - 420 - -
SPANet-M (ours) 51 440 643 470 259 480 587 61 452 663 49.6 41.0 63.5 440

Table 4: Performance of semantic segmentation with Se-
mantic FPN [28] on ADE20K [78]. The FLOPs are mea-
sured at the resolution of 512 x 512.

Table 5: Ablation for SPANet on ImageNet-1K [14] clas-
sification benchmark. The number of parameters and
FLOPs for all variants are the same, 29 and 4.6 respectively.

Backbone Params (M) FLOPs (G) mloU(%)
ResNet50 [23] 29 46 36.7
PVT-Small [63] 28 45 39.8
Swin-T [34] 32 46 41.5
LITv2-S [42] 31 41 44.3
SPANet-S (ours) 32 46 454
ResNet101 [23] 48 65 38.8
PVT-Medium [63] 48 61 41.6
Swin-S [34] 53 70 452
LITv2-M [42] 52 63 45.7
SPANet-M (ours) 45 57 46.2

SPANet and it is needed to explore optimal parameters to
further improve performance in future work.

Kernel size for spatial separable convolution. To ex-
amine the kernel size of spatial separable convolution [50],
we conducted an ablation study using kernels of sizes 3,
5, and 7. Our results indicate that increasing the kernel
size from 3 to 7 improves the performance of SPANet from
82.8% to 83.1% while keeping the FLOPs and number of
parameters roughly the same. However, we observed that
enlarging the kernel from 3 to 5 leads to a decrease in per-
formance. This can be explained by the fact that not all
kernels can be split into two separate kernels, which re-
stricts the exploration of all possible kernels and leads to
sub-optimal during training. Consequently, we set the ker-
nel size to 7 based on the outcomes of our experiments, i.e.,
apairof 1 x 7and 7 x 1 convolutions is used by default.

Branch output scaling. The evaluation in the branch
output scaling indicates that ResScale [48] is the most ef-
fective for SPANet. Notably, when using LayerScale [56],
SPANet exhibits the lowest performance. In other words,
we observed that LayerScale [560] has a negative impact on

Ablation Variant Top-1(%)
- SPANet-S-baseline 82.8
SPG. with SPF 822 (:0.6)
— without SPF
SPAM components : - —
aggregation with addition 827 (:0.1)
— with HP ’ ’
Radius for low- [2,2,1,1] — [1,1,1,1] 82.7 (-0.1)
pass band in each stage [2,2,1,1] — [4,4,1,1] 82.6 (-0.2)
Kernel size for spatial 3—5 82.7 (-0.1)
separable convolution 37 83.1 (+0.3)
ResScale [48] 827 (:0.1)
. — None
Branch output scaling
ResScale [48] 82,6 (:0.2)
— LayerScale [56] ’ ’

the training of SPANet.

6. Conclusion and Future Works

Discussion. In this work, we point out that existing ef-
fective token mixers show performance improvements by
enhancing either the high- or low-pass filtering capabilities.
Based on this, we show that models can be improved using
a token mixer that balances of the high- and low-frequency
components of the feature map.

To accomplish this, we replace the balancing problem
with a mask filtering in the frequency domain and propose
SPAM, a novel context aggregation mechanism that enables
the optimal balance of high- and low-frequency compo-
nents for visual features. With SPAM, we build a series of
SPANets and evaluate them on three vision tasks. Our ex-
perimental results demonstrate that SPANets outperform the
state-of-the-art CNNs and MetaFormers based on convolu-
tions or self-attentions for image classification and seman-
tic segmentation. Additionally, SPANets show competitive
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performances for object detection and instance segmenta-
tion.

Limitations. SPANets exhibit limited performance im-
provements when applied to object detection and instance
segmentation tasks. In such dense prediction tasks, iden-
tifying the fine-grained details of objects is important and
this necessitates utilizing local edges and textures, which
correspond to high-frequency components. However, the
SPANet backbones, which are pre-trained with ImageNet-
1K [14], relatively prioritize low-frequency components to
balance frequency components following the Inverse Power
Law [53]. Consequently, this design choice leads to sub-
optimal performance.

In future work, we will further evaluate SPANets under
more different vision tasks which require fine-grained fea-
tures, such as pose estimation and fine-grained image clas-
sification. Moreover, it also requires the development of
frequency-balancing token mixers tailored to task-specific
characteristics.
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