
C2ST: Cross-modal Contextualized Sequence Transduction for Continuous Sign
Language Recognition

Huaiwen Zhang Zihang Guo Yang Yang Xin Liu De Hu*

College of Computer Science, Inner Mongolia University, Hohhot, 010021, China
huaiwen.zhang@imu.edu.cn, {zihang.guo, yangyang, xin.liu}@mail.imu.edu.cn, cshood@imu.edu.cn

Abstract

Continuous Sign Language Recognition (CSLR) aims to
transcribe the signs of an untrimmed video into written
words or glosses. The mainstream framework for CSLR
consists of a spatial module for visual representation learn-
ing, a temporal module aggregating the local and global
temporal information of frame sequence, and the connec-
tionist temporal classification (CTC) loss, which aligns
video features with gloss sequence. Unfortunately, the
language prior implicit in the gloss sequence is ignored
throughout the modeling process. Furthermore, the contex-
tualization of glosses is further ignored in alignment learn-
ing, as CTC makes an independence assumption between
glosses. In this paper, we propose a Cross-modal Contextu-
alized Sequence Transduction (C2ST) for CSLR, which ef-
fectively incorporates the knowledge of gloss sequence into
the process of video representation learning and sequence
transduction. Specifically, we introduce a cross-modal con-
text learning framework for CSLR, in which the linguistic
features of gloss sequences are extracted by a language
model, and recurrently integrate with visual features for
video modelling. Moreover, we introduce the contextualized
sequence transduction loss that incorporates the contextual
information of gloss sequences in label prediction, without
making any independence assumptions between the glosses.
Our method sets the new state of the art on three widely used
large-scale sign language recognition datasets: Phoenix-
2014, Phoenix-2014-T, and CSL-Daily. On CSL-Daily, our
approach achieves an absolute gain of 4.9% WER com-
pared to the best published results.

1. Introduction

Sign language, which utilizes signals like hand/arm po-
sitions, and body postures to aid individuals with hearing
impairments globally, has become a powerful communica-
tion tool that enhances their quality of life. Due to the crit-
ical role of sign language and the increased availability of
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Figure 1: Illustration of the framework of conventional sign
language recognition methods (a) and our proposed Cross-
modal Contextualized Sequence Transduction (C2ST) (b).
The proposed C2ST incorporates the textual information to
the original visual branch by the introduced fusion module.
In addition, we introduce a novel Contextualized Sequential
Transduction (CST) loss function to consider the relation-
ship between the labels in training process.

sign language datasets, continuous sign language recogni-
tion (CSLR) [28, 11, 40, 15, 14, 6] has gained significant
attention in recent years, which enables communication be-
tween hearing-impaired people and persons without specific
knowledge of sign language.

With the aim of automatically recognizing gloss se-
quences (the smallest semantic unit in sign language) from
untrimmed sign videos, various CSLR methods [15, 14]
have been proposed. Fig.1a shows the mainstream CSLR
framework, which consists of a spatial module and a tem-
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poral module to learn the spatial and temporal visual rep-
resentations of sign language videos, and a Connection-
ist Temporal Classification (CTC) [10] loss to align the
extracted visual features with the corresponding gloss se-
quences. For example, VAC [28] employs 2D Convolution
Neural Network (CNN), 1D-TCN [23] and BiLSTM [34]
to extract the visual features and uses CTC as the alignment
module. C2SLR [41] introduces a spatial attention consis-
tency module and a temporal sentence embedding consis-
tency module to learn a better spatial-temporal representa-
tion. SMKD [11] forces the visual and contextual module to
focus on short-term and long-term information by the self-
mutual knowledge distillation method.

Existing methods have achieved promising CSLR per-
formance by utilizing spatial-temporal features for visual
representation and CTC for alignment. However, the lan-
guage prior implicit in the gloss sequence is neglected dur-
ing the video modeling process. Without understanding the
linguistic knowledge of glosses, existing models may per-
form unsatisfactorily in complex scenarios, for example, in
long sequence prediction. Additionally, contextual infor-
mation provided by the predicted glosses is also disregarded
during alignment learning, as the widely-used CTC method
makes the assumption of independence between glosses.
Signs that present different semantics in different contexts
may be misrecognized.

To address this issue, we propose a Cross-modal Contex-
tualized Sequence Transduction (C2ST) method for CSLR,
which effectively incorporates the knowledge of gloss se-
quence into the process of video representation learning and
sequence transduction. We first present the cross-modal
context learning framework to equip visual representation
with language prior of glosses. As shown in Fig.1b, we
introduce a language model to extract linguistic features
from gloss sequences, which are then combined with lo-
cal and global temporal visual features with our recurrent
cross-modal context fusion strategy. Specifically, the lan-
guage model is first pre-trained on gloss sequences of train-
ing data. At the start of the training, the video and a
blank gloss are as inputs to the spatial module and language
model, respectively. Then, as an example shown in Fig.3,
the gloss tokens predicted at each time step are collected
and feed it into the language model recurrently. In addition,
we present a novel contextualized sequence transduction
method that further incorporates the context of gloss se-
quence into sequence transduction by making a dependence
assumptions between the glosses. Specifically, we present a
conditional gloss decoder that adopts all the predicted gloss
as additional input for the prediction of the next gloss. We
also introduce a sequence-level transduction calibration to
counter the exposure bias [33] of sequence mapping meth-
ods with dependence assumptions.

Extensive experiments conducted on three large-scale

sign language recognition datasets: Phoenix-2014 [20],
Phoenix-2014-T [3], and CSL-Daily [39], demonstrate that
our proposed C2ST effectively utilizes gloss sequences and
achieves a significant improvement over the state-of-the-art
approach.

The main contributions are summarized as follows:

• A cross-modal context learning framework is proposed
for CSLR, which effectively incorporates knowledge
of gloss sequences into visual representations for bet-
ter sign video modeling.

• A contextualized sequence transduction loss is intro-
duced for CSLR, which leverages the contextual infor-
mation of the previous gloss sequence to predict the
current one, rather than making the conditional inde-
pendence assumption in gloss prediction.

• The proposed C2ST method achieves state-of-the-art
performance on three large-scale sign language recog-
nition datasets and outperforms state-of-the-art meth-
ods by a large margin.

2. Related work
2.1. Spatial-temporal Learning of CSLR

Continuous Sign Language Recognition (CSLR) aims
to transcribe the signs of an untrimmed video into writ-
ten words or glosses. Existing methods [6, 28, 11, 40, 41,
23, 25] usually consist of three modules, namely a visual
spatial perception module, a temporal aggregation module,
and an alignment module. Recent research has primarily
focused on two directions to enhance certain tasks: incor-
porating external information such as hand gestures, mouth
movements, and body language, as well as exploring better
architectures to improve overall performance. For exam-
ple, STMC [40] presents a multi-cue approach that mod-
els temporal correlations across multiple cues. C2SLR [41]
employs heatmaps to enhance video comprehension and
utilizes a sentence embedding consistency constraint to
align visual and sequential features at the sentence level,
thereby boosting the representation power of both features
simultaneously. In other work, VAC [28] employs aux-
iliary losses to improve the spatial module’s performance
while maintaining consistency with the temporal module.
SMKD [11] proposes a knowledge distillation method that
allows the visual and contextual modules to share classifier
weights, thereby enhancing their classification capabilities.
SEN [14] employs an improved convolution block to en-
hance the spatial module, which further boosts the perfor-
mance.

Although these recent works have made significant
strides in improving the accuracy of CSLR tasks and pro-
vide valuable insights for future research in this area. It
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Figure 2: The overall framework of C2ST. 1) The visual spatial perception module is used to extract the spatial features from
the original videos. 2) The temporal aggregation module is utilized to obtain the local and global temporal features. 3) The
cross-modal context learning module involves a language model and a recurrent cross-modal context fusion module, which
are used to extract textual features from the gloss sequences and recurrently integrate the gloss features with visual features.
4) The contextualized sequence transduction module is used to incorporate the contextual information of gloss features in
label prediction at local-level and video-level.

can be seen that they commonly adopt a unimodal setting,
which may not fully capture the continuous and cohesive
nature of sign language videos. In contrast, text naturally
provides clear boundaries that can assist in the alignment
process due to its inherent semantic cohesion. Therefore,
we propose a novel cross-modal contextualized sequence
transduction method to better leverage these advantages.

2.2. Sequence Mapping of CSLR

In early research, people mainly employed hand-crafted
features [20, 35] and hidden Markov models (HMMs) [21,
16] as alignment modules for sequence mapping. Then,
with the development of deep learning, 2D and 3D con-
volutional neural networks (CNNs) have been widely used
as spatial module. Researchers have proposed various hy-
brid models for CSLR, including the “CNN+HMM” [21,
22] and “CNN+RNN+HMM” models [22]. However, the
former has limited ability to comprehend complete sign
language sentences [19], while the latter still requires
HMMs and acquires frame-wise labels as a supervised sig-
nal [28]. To address these challenges, the connection-
ist temporal classification approach is widely employed to
enable end-to-end training and decoding [37, 24], which
only requires sentence-level annotations. As such, the
“CNN+RNN+CTC” hybrid model has become the main-
stream framework for CSLR [28, 11, 40, 15, 14].

We argue the contextualization of glosses is ignored in
the alignment learning of CTC, as it makes an independence
assumption between glosses. Existing models predict the
gloss in a single step with only the visual input as condi-
tions, which conflicts with the contextual nature of gloss

sequences or sign language sentences. Each gloss in these
sequences is contextualized and given a specific meaning
in a particular context. To address this limitation, we pro-
pose a novel contextualized sequential transduction loss that
considers the context of each frame as well as the predicted
gloss to align sign language videos.

3. Problem Definition
The objective of the Continuous Sign Language Recog-

nition (CSLR) task is to determine the most probable align-
ment between the video X = (x1, x2, · · · , xN ) with N
frames, and the gloss sequence Y = (y1, y2, · · · , yT ) with
T glosses. Existing CSLR methods [15, 25, 41] gener-
ally consist of three steps. 1) The visual spatial percep-
tion V is first utilized to extract the video feature V =
V(X; θv) ∈ RN×dv , where θv is the parameter of V, dv
is the feature dimension. 2) The local temporal features
L = L(V ; θl) ∈ RS×ds are obtained using a local temporal
aggregator, where the S ≤ N as the temporal pooling op-
eration, and ds is the feature dimension. A global temporal
aggregator is then adopted to aggregate the global spatio-
temporal features G = G(L; θg) ∈ RS×ds . 3) The video
feature sequence G and the gloss sequence Y are finally
aligned with connectionist temporal classification [10]:

P (Y |X) = P (Y |G) =
∑
Z

p(Z|G) (1)

where Z = (z1, z2, · · · , zS) represents one of the possible
alignments between video X and gloss sequence Y . Note
that, when remove the blank labels ∅, Z will have the same
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length with gloss sequence Y . The p(Z|G) is defined as:

p(Z|G) =
∏
s

P (zs|G) (2)

We argue that the dominant CSLR methods completely
overlook the context information of the gloss sequence Y .
Besides, the CTC loss, which assumes that the label outputs
are conditionally independent of each other, further breaks
the contextual information of the potential alignment path.
As illustrated in Fig.2, in this paper, we propose a novel
cross-modal contextualized sequence transduction method
for CSLR by incorporating the semantic and context of
gloss sequences in both the video modeling and sequence
transduction.

4. Cross-modal Contextualized Sequence
Transduction

4.1. Basic CSLR Model

As with the mainstream approaches, our CLSR method
includes the spatial perception module and the temporal ag-
gregation module. Following [15, 25, 41], we build our ba-
sic CSLR model as follows:

Visual Spatial Perception Given the frame sequence
X = (x1, x2, · · · , xN ) with N frames, the visual spatial
perception module V is utilized to obtain the spatial fea-
ture: {vn}Nn=1 = V({xn}Nn=1; θv), where vn ∈ Rdv . Ex-
isting method [28, 15] usually adopt ResNet [12] as V. In
this paper, we explore various visual backbones, includ-
ing ResNet, Visual Transformer [9] (ViT), and Swin Trans-
former [26] (SW-T/S).

Local & Global Temporal Aggregation Module The
frame features are then fed into the hierarchical tempo-
ral aggregation modules. The 1D-Temporal Convolutional
Network (1D-TCN) [23] is widely adopted as the local tem-
poral aggregator L. After convolution and pooling over
temporal axis, video frames are divided into S chunks with
representation: {ls}Ss=1 = L(V ; θl), where ls ∈ Rds . The
global temporal features G = G(L; θg) ∈ RS×ds are then
aggregated by global temporal aggregators G, which are
often constitute by LSTM [13]. Following existing ap-
proaches [14, 28, 15], we adopt 1D-TCN and Bi-LSTM as
local and global temporal aggregators, respectively.

4.2. Cross-modal Context Learning

Context-aware Gloss Language Model To incorporate
contextual information from gloss, we first introduce the
context-aware gloss language model B to capture the con-
text information of gloss sequences. An ideal gloss lan-
guage model would be pre-trained on the gloss sequence of
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Figure 3: The illustration of the conditional gloss de-
coder. At each time step, all the predicted glosses from
the previous step are used as the additional input to fuse
with the current gloss. Note that we fuse the ∅ with the first
gloss in the first iteration.

the training dataset. However, due to the limited number
of glosses in the CSLR dataset, model B is first pre-trained
on the corpus of the corresponding language and then fine-
tuned in the CSLR dataset. An Adapter layer is introduced
to further adapt the language features to the CSLR model
since the gloss sequence is slightly at variance with the hu-
man language grammar. Given a gloss sequence Y with
length T , the gloss feature is calculated as follows:

{bt}Tt=1 = Adapter(B(yi; θb)) ∈ RT×db (3)

where db is the dimension of the gloss feature. During train-
ing, the parameters of the language model are frozen, with
only the parameters of the adapter updating.

Recurrent Cross-modal Context Fusion To ensure that
the context information of the gloss sequence is properly
injected into the model, we design a recurrent cross-modal
context fusion module to combine the video and gloss fea-
tures. As shown in Fig.3, we feed the gloss sequence
Y c
<s = {yci }

s−1
i=0 to the context-aware gloss language model

to obtain the sequence representation bc<s, where Y c
<s is the

gloss tokens predicted before time step s, and yc0 = ∅. Then
visual and gloss features are fused as follows:

jcs = ls + bc<s (4)

where jcs is a cross-modal contextualized feature of chunk-
level at time step s. The next gloss token ycs can be calcu-
lated as:

ycs = argmaxF (jcs) (5)

Then the Y c
<(s+1) = Y c

<s ∪ ycs is ready for the next time
step s + 1. The local cross-modal contextualized features
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Jc = (jc1, j
c
2, · · · , jcS) are obtained when step goes to final.

The video-level cross-modal contextualized features Jv can
be obtained similarly.

4.3. Contextualized Sequence Transduction

Conditional Gloss Decoder Different from CTC, which
defines the p(Z|G) =

∏
s P (zs|G), we introduce the Con-

ditional Gloss Decoder (CGD) which does not make a
conditional independence assumption for label predictions.
Specifically, we use the predicted gloss before step s, i.e.,
z<s as an additional input to the recurrent model when pre-
dicting the gloss at step s:

p(Z|J) =
∏
s

P (zs|z<s, J) (6)

Given the feature sequence J = (j1, j2, · · · , jS) and the
gloss sequence Y = (y1, y2, · · · , yT ), each possible align-
ment path Z is start from the initial step s = 1, and t = 0
and to the end of step s = S + 1, t = T . Similar as
CTC [10], we define the forward variable αs(t) as the prob-
ability of outputting glosses (y1, y2, ..., yt) up to step s, and
backward variable βs(t) as the probability of outputting the
glosses (yt+1, yt+2, ..., yT ) starting from step s. The for-
ward and backward variables can be calculated recursively
as follows:

αs(t) =αs−1(t− 1)× p (yt|s− 1, t− 1)

+ αs−1(t)× p(∅|s− 1, t)
(7)

βs(t) =βs+1(t+ 1)× p (yt+1|s, t)
+ βs+1(t)× p(∅|s, t)

(8)

where p(yt+1|s, t) is the probability of gloss yt+1 calcu-
lated by the softmax layer using the network state at node
(s, t), and p(∅|s, t) be the probability of blank ∅. Thus,
the probability for the target gloss sequence Y can be cal-
culated by summing all the possible path, i.e., β0(0). The
whole model can be trained by minimizing the negative log-
likelihood:

LCGD = − log(
∑
Z

p(Z|J)) = − log β0(0) (9)

Sequence-level Transduction Calibration During train-
ing, the CSLR model optimizes the probability of a ground-
truth gloss sequence Y by summing over all possible align-
ment paths. At the same time, the model also limits their
vision to the training data distribution of correct glosses and
suffers from exposure bias [33]. Once the CSLR model is
used for inference with beam search, it may only see glosses
branching off from the path learned during training and ig-
nore all other possible sequences, even if the test distribu-
tion differs from the training distribution. Inspired by [33],
we introduce the Sequence-level Transduction Calibration

Methods
Dev (%) Test (%)

del/ins WER ↓ del/ins WER ↓
SubUNet [2] 14.6/4.0 40.8 14.3/4.0 40.7

IAN [32] 12.9/2.6 37.1 13.0/2.5 36.7
Re-Sign [21] - 27.1 - 26.8

CNN+LSTM+HMM [19]* - 26.0 - 26.0
SFL [29] - 24.9 - 25.3
DNF [6] 7.8/3.5 23.8 7.8/3.4 24.4

DNF [6]* 7.3/3.3 23.1 6.7/3.3 22.9
CMA [31] 7.3/2.7 21.3 7.3/2.4 21.9
VAC [28] 8.3/3.1 21.2 8.8/3.2 21.3

SMKD [11] 6.8/2.5 20.8 6.3/2.3 21.0
STMC [40]* 7.7/3.4 21.1 7.4/2.6 20.7
C2SLR [41]* - 20.2 - 20.4

TLP [15] 7.9/2.5 19.7 8.4/2.6 20.2
SEN [25] 5.8/2.6 19.5 7.3/4.0 21.0

C2ST 4.2/3.0 17.5 4.3/3.0 17.7

Table 1: Experimental results on the Phoenix-2014. “*” de-
notes that additional information is utilized in the approach.
“del” and “ins” indicate the deletion error and insertion er-
ror, respectively. “-” means the no report provided in corre-
sponding methods.

(STC) to our CGD loss by paying more attention to poten-
tial sequences predicted by the model that have a smaller
sequence-level error:

LCST = − log(
∑
Z

P (Z|J)
STC(Z, Y )

) (10)

where P (Z|J) is the probability of an alignment Z as esti-
mated by CGD and STC(Z, Y ) is the sequence-level trans-
duction calibration term, for example, the edit distance be-
tween the ground-truth sequence Y and Z after removing
the blanks.

4.4. Training and Inference

Following [28], we adopt a KL divergence function LKL

to maintain the consistency between the chunk-level fusion
feature Jc and the video-level fusion feature Jv . The final
objective function is a combination of the CST loss and the
KL divergence loss, which is expressed as:

L = Lc
CST + Lv

CST + LKL (11)

where Lc
CST and Lv

CST are the proposed contextualized
sequence transductions at chunk-level and video-level, re-
spectively. In the training phase, we can use Teacher Forc-
ing [38] to update the cross-modal context learning module.
In inference time, it is not necessary to run the conditional
gloss decoder on all possible alignments. We can do beam
search [36] decoding using the probability distribution esti-
mated from the model at each time step.
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Methods
WER ↓

Dev (%) Test (%)

CNN-LSTM-HMM [19] 24.5 26.5
SFL [29] 25.1 26.1

Joint-SLRT [4] 24.6 24.5
CNN-LSTM-HMM [19]* 22.1 24.1

SMKD [11] 20.8 22.4
TLP [15] 19.4 21.2

STMC [40]* 19.6 21.0
SEN [25] 19.3 20.7

C2SLR [41]* 20.2 20.4

C2ST 17.3 18.9

Table 2: Experimental results on the Phoenix-2014-T. “*”
denotes that additional information is utilized in the ap-
proach.

Methods
Dev (%) Test (%)

del/ins WER ↓ del/ins WER ↓

LS-HAN [17] 14.6/5.7 39.0 14.6/2.8 39.4
FCN [5] 12.8/4.0 33.2 12.6/3.7 32.5
DNF [6] - 32.8 - 32.4

Joint-SLRT [4] - 33.1 - 32.0
BN-TIN [39] 13.9/3.4 33.6 13.5/3.0 33.1

SEN [25] - 31.1 - 30.7

C2ST 9.3/2.7 25.9 9.0/2.7 25.8

Table 3: Experimental results on the CSL-Daily.

5. Experiments
5.1. Experiment Settings

Dataset. We conduct experiments to evaluate the per-
formance of our proposed method on three widely used
datasets: Phoenix-2014 [20], Phoenix-2014-T [3], and
CSL-Daily [39], from which Phoenix-2014 and Phoenix-
2014-T consist of German corpora, while CSL-Daily con-
sists of a Chinese corpus.

• Phoenix-2014 [20] is recorded from the German TV
weather forecasts and performed by nine hearing sign lan-
guage interpreters. All recorded videos are at 25 frames per
second with a frame size of 210 by 260 pixels. It contains
6,841 sentences and 1,295 distinct signs, which are divided
into 5,672 training samples, 540 development samples, and
629 testing samples.

• Phoenix-2014-T [3] can be seen as an extension of
Phoenix-2014, but does not overlap with it. It includes sign
language videos, sign-gloss annotations, and German trans-
lations, all of which are divided into parallel sentences. It
has 8,247 phrases totaling 1,085 signs in its lexicon. Specif-

ically, 7,096, 519, and 642 samples are utilized for training,
development, and testing, respectively.

• CSL-Daily [39] is a challenging Chinese sign lan-
guage dataset collected from indoors with 20654 sentences,
split into 18401 training samples, 1077 development (Dev)
samples, and 1176 testing (Test) samples. The topic of the
dataset revolves around people’s daily life, such as travel,
shopping, medical care, etc.
Evaluation Metric. The Word Error Rate (WER) is used to
evaluate the similarity between the predicted sentence and
the reference sentence. It calculates the minimum number
of substitution (#sub), insertion (#ins), and deletion (#del)
operations from the predicted sentence to the reference sen-
tence. The reference (#ref) represents the total number of
words in the gloss sequence. The metric is defined as:

WER =
#sub +#ins + #del

#ref
(12)

The best performance is highlighted with bold in our fol-
lowing experiments.
Implementation Details. The video frames are resized to
256×256 and then cropped to resolution 224×224. In the
training phase, we adopt random cropping, random flipping,
and temporal scaling as data augmentation strategies. Only
center cropping is adopted in the testing phase. We adopt
the Swin-T [26] as the visual backbone. The Swin Trans-
former is pre-trained on ImageNet [7]. The layer numbers
are set as {2, 2, 6, 2}, the head number to {3, 6, 12, 24},
the window size to 7 and the output size to 768. The
1D-TCN with Temporal Lift Pooling (TLP) [15] is utilized
as a local temporal aggregator, which is composed of the
K5, P2,K5, P2 layers, and the output dimension ds is set
to 1024. The K and P represent a 1D convolutional layer
and a pooling layer, respectively. The number represents
the size of the convolution kernel and the pooling kernel.
The global temporal model consists of two BiLSTM layers.
We adopt the pre-trained BERT-base [8] as the text mod-
ule. Then the dimension is projected to db = 1024 by the
followed adapter layer. The Adam [18] is adopted as the
optimizer with a weight decay of 1e-3. The learning rate is
initialized as 1e-4.

5.2. Comparison with the State-of-the-art.

We showcase the comparison results with several state-
of-the-art approaches on all three datasets in Tab.1, Tab.2
and Tab.3. We observe that the proposed C2ST outperforms
other baselines and achieves the state-of-the-art. Specifi-
cally, our method exceeds the state-of-the-art approaches
by 2.5% on test set of Phoenix-2014 and 1.5% of Phoenix-T
2014. In Phoenix-2014-T, we achieve a 3.0% improvement
in the development set and 1.8% in the test set. We gain
an enhancement of 5.2% in the development set and 4.9%
in the test set. In particular, compared with the methods
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CCL CST
WER(%) ↓

Dev Test

× × 19.2 19.9
√ × 18.5 19.0
× √

18.8 19.1
√ √ 17.5 17.7

Table 4: Ablation studies on
cross-modal context learning
(CCL) and contextualized se-
quence transduction (CST).

LCTC LCGD LCST

WER(%) ↓

Dev Test
√ × × 18.5 19.0
× √ × 17.9 18.3
× × √ 17.5 17.7

Table 5: Ablation studies on the differ-
ent loss functions in Phoenix-2014. The
LCTC indicates the original CTC loss
function.

Chunk-level Video-level WER(%) ↓
Fusion Fusion Dev Test

× × 18.8 19.1
√ × 18.6 18.8
× √

17.9 18.2
√ √ 17.5 17.7

Table 6: Ablation studies on the pro-
posed chuck-level and video-level cross-
modal fusion.

VSP
WER(%) ↓

Dev Test

ResNet18 18.1 18.3
Swin-T 17.5 17.7
Swin-S 17.8 18.2

Table 7: Ablation stud-
ies of the Visual Spa-
tial Perceptions (VSPs) in
Phoenix-2014.

LM
WER(%) ↓

Dev Test

- 18.8 19.1
Word Emb 17.6 18.3

GloVe 17.7 18.2
BERT-Base 17.5 17.7

Table 8: Ablation studies
on the proposed chuck-level
and video-level cross-modal
fusion.

(labeled with “*”) that use information like hands, posture,
and face, our method achieves a significant improvement,
which proves the effectiveness of language prior of glosses.

5.3. Ablation study

In this section, we conduct ablation studies to validate
the effectiveness of our contributions. All experiments are
conducted on Phoenix-2014.
Ablation on the proposed components. Ablation studies
on cross-modal context learning (CCL) and contextualized
sequence transduction loss (CST) are presented in Tab.4.
By removing the CCL and CST, the model is degenerated
to a TLP method with Swin-Transformer as the visual spa-
tial perception module. As shown in row 2, by introduc-
ing cross-modal context learning, the model gains 0.9%
WER in the test set, which demonstrate the importance of
gloss contextual information in sign language recognition.
The proposed contextualized sequence transduction (row 3)
brings a considered improvement in both development and
test set, which verifies that the dependency relationships be-
tween glosses are necessary for better CSLR.
Ablation on different loss functions. In Tab.5, we con-
duct the ablation studies on the loss functions. Specifically,
with the help of cross-modal context learning, the conven-
tional CTC also achieves a competitive recognition perfor-
mance (row 1). Considering the relationship between the
glosses, the proposed conditional gloss decoder achieves
the significant recognition performance in row 2. We intro-

duce Sequence-level Transduction Calibration (STC) into
our LCGD, termed as LCST , which focuses more on the po-
tential sequences with small sequence-level errors predicted
by the model, further boosting the performance.
Ablation on Cross-modal fusion. We conduct the abla-
tion studies on the cross-modal fusion strategy in the cross-
modal context learning, in Tab.6. We observe that the
chunk-level constraint alone did not perform well, poten-
tially due to the lack of global information in the training
process. It is note that although adopting the video-level
constraint alone results in a considerably better performance
than using only the Chunk-level fusion, further improve-
ment can be achieved by adopting both Chunk-level and
video-level fusion. The experimental results demonstrate
that both Chunk- and Video-level fusion are complementary
and the combination of them could brings superior recogni-
tion performance.
Ablation on the visual spatial perceptions. In Tab.7,
we investigate the influence of different visual backbones
in sign language recognition. Specifically, we adopt
ResNet [12], and Swin Transformers [26] with different
scales as the visual spatial perception module, respectively.
We observe that the best performance is shown at the Swin-
T, which may be caused by overfitting of the alignment
module, leading to insufficient training of the feature ex-
tractors in CSLR training [28].
Ablation on the language models. We investigate the in-
fluence of different language models, e.g. Word Embed-
ding [1], GloVe [30], and BERT [8], in extracting the rep-
resentations of gloss sequences. Specifically, the predicted
gloss sequence is represented by [CLS] in BERT and the av-
erage of gloss tokens for Glove and Word Embedding. As
shown in Tab.8, BERT demonstrates superior performance,
due to its massive data training and ability to capture con-
textual word relationships effectively. The GloVe and word
embedding also shows competitive performance, which in-
dicates the effectiveness of cross-modal context learning.

5.4. Visualization

The visualization results of alignment process. In Fig.4,
we visualize the alignment case between glosses and video
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Glosses

Frames

ICH

WECHSELHAFT

WETTER
MITTAG

AUCH

_ON_

SAMSTAG

_OFF_

C2ST (ours)

SEN
TLP
VAC

Ground-truth

Figure 4: An visualization example of the alignment process on the Phoenix-2014 test set. The horizontal and vertical axis
represent the frames and gloss sequences, respectively. Our method achieves better alignment results compared to the other
methods.

Methods Params
Throughput GFLOPs WER(%)
Train/Infer Train/Infer Train/Infer

VACResnet 34.3 22.6/17.0 562/567 21.2/21.3
SENResnet 34.5 18.7/15.5 568/578 19.5/21.0
TLPResnet 59.5 18.5/17.0 563/573 19.7/20.2

C2STResnet+WE 60.6 18.8/15.3 560/570 18.2/18.6
C2STSW+WE 78.2 7.5/4.4 1343/1368 17.6/18.3
C2STSW+BERT 187.8 7.3/3.0 1635/1384 17.5/17.7

Table 9: Method efficiency analysis on Phoenix2014 with
THOP[27] tool. Throughput (videos/s) is measured on a
A100 card with batch size 1.

frames in our and some state-of-the-arts. All baselines are
based on CTC to align the gloss sequences and video. The
visualization results show that the alignment by C2ST out-
performs all baselines and more closer to the ground-truth.
The reason may be that our C2ST leverages the cross-modal
context learning to fully exploit the prior knowledge from
gloss sequences.
The visualization results of recognition. In Fig.5, we
show some qualitative results of our method compared to
the state-of-the-art approach SEN [25]. All examples are
selected from the Phoenix-2014 dataset. The conditional in-
dependence assumption in CTC overlooks the context of the
gloss sequence and exploits insufficient knowledge to pre-
dict, resulting in inferior performance in SEN. Our C2ST
could give a more accurate prediction is attributed to the
contextual information from glosses.

6. Conclusion and Limitation
In this paper, we present a Cross-modal Contextual-

ized Sequence Transduction (C2ST) method for Continu-
ous Sign Language Recognition (CSLR), which integrate
the knowledge of gloss sequences into the process of video
representation learning and sequence transduction. Specifi-
cally, we present a cross-modal context learning framework
for CSLR, which equip the visual representation of sign

JETZT WETTER VORAUS INFORMIEREN MORGEN DIENSTAG ERSTE FEBRUAR __OFF__

31January_2011_Monday_tagesschau_default-0

01June_2011_Wednesday_heute_default-7

01July_2010_Thursday_tagesschau_default-14

OURS

SEN

GT

DANN WETTER VORAUS INFORMIEREN MORGEN DIENSTAG ERSTE FEBRUAR __OFF__

JETZT WETTER VORAUS INFORMIEREN MORGEN DIENSTAG ERSTE FEBRUAR __OFF__

MORGENDASSELBESCHAUER REGION SONST VIEL SONNEREGIONTEILWE ISE WEHEN STARK

MORGENDASSELBESCHAUER KOMMEN DANN VIEL SONNEREGIONTEILWE ISE WEHEN STARK

OURS

SEN

GT MORGENDASSELBESCHAUER REGION SONST VIEL SONNEREGIONTEILWE ISE WEHEN STARK

__ON__ SONNTAG SPEZIELL SUEDOST GEWITTER NORD MEHR SONNEOURS

__ON__ SONNTAG SPEZIELL SUEDOST GEWITTER NORDWEST MEHR SONNE

__ON__ SONNTAG SPEZIELL SUEDOST GEWITTER NORD MEHR SONNE

SEN

GT

Figure 5: Visualization examples from the Phoenix-2014
test set. For each example, we show our method’s results in
row 1, while rows 2 and 3 display the results of SEN and
ground-truth, respectively. Each example is labeled with its
name above, and contain gloss units as gray blocks, with
red blocks indicating incorrect predictions.

video with language prior of glosses. Moreover, we propose
a contextualized sequence transduction loss function to fuse
the contextual information in gloss sequences when align-
ment. Extensive experimental results on three large-scale
CSLR datasets show that the proposed C2ST outperforms
state-of-the-art CSLR methods by a large margin.

While the proposed method demonstrates superior per-
formance, it does not appear to effectively balance accuracy
and efficiency, as shown in Tab. 9. Striving to maintain high
efficiency while enhancing performance remains challenge.
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