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Figure 1: “MagicFusion”. Given two diffusion models, our method can preserve the strengths of each individual model.
(a) A general model [27] + a fine-grained car model to achieve fine-grained generation with complex scenes. (b) A general
model + a DreamBooth model [28] to recontextualize specific objects with well-preserved details. (c) A general model + a
cartoon model to generate creative scenes with photorealistic fidelity.

Abstract

The advent of open-source AI communities has produced
a cornucopia of powerful text-guided diffusion models that
are trained on various datasets. While few explorations
have been conducted on ensembling such models to com-
bine their strengths. In this work, we propose a simple
vet effective method called Saliency-aware Noise Blend-
ing (SNB) that can empower the fused text-guided diffusion
models to achieve more controllable generation. Specifi-
cally, we experimentally find that the responses of classifier-
free guidance are highly related to the saliency of gen-
erated images. Thus we propose to trust different mod-
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els in their areas of expertise by blending the predicted
noises of two diffusion models in a saliency-aware man-
ner. SNB is training-free and can be completed within a
DDIM sampling process. Additionally, it can automati-
cally align the semantics of two noise spaces without re-
quiring additional annotations such as masks. Extensive
experiments show the impressive effectiveness of SNB in
various applications. The project page is available at
https://magicfusion.github.io/.

1. Introduction

In recent years, significant progress has been made in
image generation [29, 6, 24, 23, 27, 20, 29, 5] thanks to
breakthroughs in diffusion models [32, 29, 33] and large-
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scale training [24, 20, 29, 5], as well as the contributions
of open-source Al communities. Pre-trained large models
have become an invaluable resource in this field. One of
the most exciting developments has been text-guided dif-
fusion models [24, 20, 29, 27]. A wide range of powerful
text-guided diffusion models trained on various datasets has
been publicly released. For example, general models (e.g.,
stable diffusion v1-4, v1-5, v2-1, etc. [27]) trained on large-
scale multimodal datasets like LAION 5B [31], as well as
more specialized models (e.g., Anything-v3) trained on car-
toon and anime datasets or fine-grained categories such as
cars [38]. There are even fine-tuned models designed for
specific objects [28]. The vast amounts of data and com-
putational cost have enabled these models to achieve im-
pressive capabilities in various fields. However, few explo-
rations have been conducted on ensembling such models to
combine their strengths.

Some works propose to add special symbols or signa-
ture phrases when fine-tuning models on new datasets [1].
This approach enables the model to generate novel image
distributions while retaining its ability to generate from the
original data distribution. However, there has been limited
discussion on how to effectively combine the generation ca-
pabilities of these two distributions. One intuitive method
for integrating the capabilities of two models involves tak-
ing a weighted average of their predicted noises [2]. How-
ever, such kind of fusions often fails to fully preserve the
strengths of each model. Blended diffusion [3] proposes
to spatially blend a noisy image and a predicted one, which
has been explored in image editing tasks. However, this
typically requires specifying a mask to edit particular ob-
jects, and few discussions have been conducted to blend the
noises of two diffusion models.

In this work, we propose a simple yet effective method
called Saliency-aware Noise Blending (SNB) that can em-
power the fused text-guided diffusion models to achieve
more controllable generation. Specifically, we integrate two
diffusion models by spatially blending the predicted noises.
Our insight is to trust different models in their areas of ex-
pertise, thus the strengths of each individual model can be
preserved. To obtain diffusion models’ areas of expertise,
we revisit the classifier-free guidance [13], which is widely
adopted in text-guided diffusion models to enhance the dif-
ference between a given text and a null text in the predicted
noise space. We experimentally find that the responses of
classifier-free guidance are highly related to the saliency
of generated images. To this end, we propose Saliency-
aware Noise Blending that blends the predicted noises of
two diffusion models based on their responses to classifier-
free guidance.

SNB is training-free and can be completed within a
DDIM sampling [33] process. Additionally, it can auto-
matically align the semantics of two noise spaces without

requiring additional annotations such as masks. Our main
contributions can be summarised as follows:

* We propose to fuse two well-trained diffusion models
to achieve more powerful image generation, which is a
novel and valuable topic.

e We propose a simple yet effective Saliency-aware
Noise Blending method for text-guided diffusion mod-
els fusion, which can preserve the strengths of each in-
dividual model.

* We conduct extensive experiments on three chal-
lenging applications (i.e., a general model + a car-
toon model, a fine-grained car model, and a Dream-
Booth [28] model), and prove that SNB can signifi-
cantly empower pre-trained diffusion models.

The remainder of the paper is organized as follows. We
describe related work in Section 2 and introduce our pro-
posed SNB method in Section 3. An evaluation of three ap-
plications is presented in Section 4, followed by the results
and comparisons with other methods in Section 5. Finally,
a comprehensive summary of the paper is presented and an
analysis of the limitations is provided in Section 6.

2. Related Works
2.1. Text-to-image synthesis

Text-guided image generation plays a significant role in
image generation [43, 16, 7, 12, 36, 15, 17, 21, 22, 24,
42].Previous works mainly focus on GAN-based [10] mod-
els and small-scale image-text datasets [45, 34, 37, 41, 40].
Since Transformer-based autoregressive models [8, 24]
were proposed, more and more attention has been attracted
to large-scale training. The emergence of denoising diffu-
sion models is another milestone, which significantly boosts
the generation fidelity [23, 30, 20, 27]. Notably, Stable Dif-
fusion [27] is publicly released, enabling a large number of
variants that are fine-tuned on different datasets. The vast
amounts of data and computational cost have enabled these
models to achieve impressive capabilities in various fields.
However, few explorations have been conducted on ensem-
bling such models to combine their strengths.

2.2. Model Ensembling

Model ensembling is a powerful technique to distill the
knowledge of multiple models and boost the performance,
which is widely obtained in image understanding tasks, i.e.,
classification problems [44, 26, 11, 39], regression prob-
lems [19, 25] and clustering [35]. White such methods
are hard to be adapted to generative models due to the large
and complex image pixel space. Vision-aided GAN [14]
proposes ensembling pre-trained vision models as a loss to
guide the optimization of a generator. eDiff-I [4] proposes
to ensemble different denoisers in different timesteps to im-
prove the overall performance of image generation. In this
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Figure 2: An overview of our Saiency-aware Noise Blending (SNB). Given two diffusion models, we first design a “Noise
to salience map” module to obtain salience maps. After that, we can generate saliency-aware masks based on the salience
maps. Finally, we blend the diffusion models in the noise space according to the mask. (*) €, and é. are noises instead of

noisy images, and we add the image here just for visualization.

work, we propose to ensemble different pre-trained diffu-
sion models in a novel dimension, i.e., spatial, which can be
applied to various scenarios.

3. Method

In this section, we introduce our proposed saliency-
aware noise blending. Specifically, we first review the
widely obtained classifier-free guidance, after that, we
revisit such guidance and experimentally find that the
classifier-free guidance is secretly a saliency indicator.
Based on the salience map, we can obtain a saliency-aware
mask, which is further used to guide the blending of the
noise of two diffusion models. Figure 2 show the whole
pipeline, and more details can be found in the following.

3.1. Preliminaries

Given a pre-trained text-guided diffusion model, we
can generate images by a DDPM/DDIM sampling process,
which progressively converts a Gaussian noise into an im-
age for T' timesteps. Take the DDIM sampling for example,
a denoising step can be denoted as:

— 1= aé
TNV MG L T aae (1)
V Qg

where ¢ indicates the timestep, x is the noisy image, & is
related to a pre-defined variance schedule, and € is the pre-
dicted noise. The predicted noise can be re-modulated by
classifier-free guidance [13], which is designed to extrapo-
late the output of the model in the direction of eg(x:|c) and

T = ou—1(

away from eg(z|®) as follows:
é=eg(2:|@) + s (ea(ailc) — ep(a:]@)), (D)

where €y is the pretrained model, c is the text condition, ©
is a null text, s is the guidance weight and increasing s > 1
strengthens the effect of guidance.

3.2. Noise to Salience Map

We experimentally find that the classifier-free guidance
introduced above is secretly a saliency indicator. Specifi-
cally, ep(z¢|c) — eg(2¢|@) in Eqn. 2 indicates the difference
between a conditional prediction and an unconditional pre-
diction, thus the objects and scenes appeared in the text con-
dition would be emphasized with a large value, especially
when we adopt a large guidance scale s (e.g., 10-100). We
visualize the re-modulated noises of Eqn. 2 and find that the
important region does have high responses. To this end, we
propose to obtain a salience map by the following operation:

A(er) = Blur(Abs(eg(xt|c) — eg(24|@))) 3)
where A(e;) represents the salience map, Abs(-) calculates
the absolute value of the input variables, and Blur(-) is
used to smooth the high-frequency noise, which can elimi-
nate local interference responses and leverage the coherence
of adjacent regions.

3.3. Saliency-aware Blending

The above discussions are all about a single diffusion
model, and now let us move to the next stage, i.e., obtaining
a blending mask based on two models’ salience maps.
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Given a general model and an expert model, we can ob-
tain the corresponding salience maps by Eqn. 3, which are
denoted as AY and A€, respectively. We first normalize these
salience maps by the softmax function:

A9 = softmaz(k? * A9)

4

A = softmaz(k® x A°), @
where k9 and k€ are hyper-parameters, i.e., temperature of
the softmax. Note that the so ftmax here ensures the sum
of each salience map to be a constant (i.e., 1), which means
each model must focus on some regions instead of having
a high response everywhere. When we integrate a general
model and an expert model, the salience map of the gen-
eral model tends to cover multiple objects to compose the
whole scene, while the expert model tends to have a higher
response to a specific object. Thus we obtain a blending
mask M by comparing these two salience maps:

M = arg maX(Ag,,Ae/) 5)

The saliency-aware mask is an effective guide to perform
noise blending, which consists of binary values of 0 and 1,
corresponding to the noise ¢4 and €. respectively. We can
obtain the fused noise as follows:

E=MOE+(1-M)oE, (6)

where © denotes Hadamard (element-wise) Product, and
we omit ¢ for simplicity. In the specific implementation pro-
cess, the fusion strategy is executed only when ¢ < ¢, en-
suring that the fusion results possess the fundamental struc-
ture of images generated by the general model. Algorithm 1
summarizes the process of the saliency-aware noise blend-
ing algorithm.

Additional explanations on the three applications. In the
three applications (i.e., a general model + a fine-grained
model, a DreamBooth model, and a cartoon model) of this
work, the expert model of the former two focuses on a
specific object, while the last one contributes to the global
structure of the generated image. In the last application, the
cartoon model tends to focus on low-frequency structure
and the general model focuses on high-frequency details.
Thus the blended mask is not object-level, and we remove
the blur operation in Eqn. 3 to facilitate such blending.

Clarification of technique novelty. The overall process of
this algorithm is quite simple, yet it is non-trivial by solv-
ing two challenges. Firstly, we leverage the classifier-free
guidance to automatically identify each model’s areas of
expertise. The introduction of the hyper-parameter k pro-
vides improved controllability for blending the two sources
of images, thereby enabling greater creativity and flexibil-
ity in image generation based on SNB. Secondly, the task
of obtaining saliency response values that are closely linked

Algorithm 1 Saliency-aware Noise Blending

Input: Two pre-trained models €y, and €g,, along with two
prompts, y, and y.. gradient scale s in Eq.(2). Hyper-
parameters k% and k® in Eq. (4) and fusion time .

Output: The fused image xg

1. xp ~ N (0, 1 )
2: for t from 7T to 0 do
3. ift > t, then

4: € = th

5. else '

6: €, = €, (Tt|cg) €, = €9, (Tt]ce)

7: get A9(e;, ) and A°(e;, ) according to Eq.(3).

8: get A9 (€t,) and A (e,) via Eq. (4).

9: M = argmax(A®, A"

10: get the noise generated by classifier-free guidance
€, and &, via Eq.(2).

11: Et:M®€t9+(1_M)®éte

122 end if

13:  my_1 < ¢ viaEq.(1)

14: end for

15: return zg.

to prompt content is highly non-trivial. Secondly, in each
sampling step, the two models take as input the blended x,
enabling automatic semantic alignment of the two models’
noise space. We believe our exploration would contribute
to the community and benefit the leveraging of pre-trained
diffusion models.

4. Applications

In order to evaluate the effectiveness of our proposed
method, we conduct experiments on three challenging ap-
plications. 1) Fine-grained Fusion, i.e., fusing a general
and a fine-grained model to achieve fine-grained genera-
tion with complex scenes. 2) Recontextualization, i.e., fus-
ing a general and a DreamBooth [28] model allows for the
recontextualization of specific objects with well-preserved
details. 3) Cross-domain Fusion, i.e., fusing a general and
a cartoon model to combine the creative advantages of the
cartoon model to generate complex scenes and the photore-
alistic fidelity of the general model. These experiments will
allow us to evaluate the performance of our method across
a range of scenarios and provide valuable insights into the
strengths and limitations of our approach.

4.1. Application 1: Fine-grained Fusion

The stable diffusion model [27] trained on large-scale
multimodal datasets like LAION 5B [31] has shown impres-
sive performance on general text-to-image synthesis. In our
experiments, we use the publicly released stable diffusion
v1-4. Meanwhile, fine-grained car models trained on (an
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Figure 3: Application 1: visualization results of Fine-grained Fusion. Our method enables fine-grained generation with

complex scenes.

extension of) CompCars [38] can generate fine-grained car
images with specific colors, viewpoints, types, brands, and
models.

For instance, a scene description like “a photo of a red
car in a snowy forest” can be fed into the general model,
resulting in a corresponding image as shown in the first left
column of Figure 3. Similarly, a specific car description
like “red hatchback Audi (imported) Audi Al 2010 e-tron”
can be fed into the car model, generating an Audi car that
matches the prompt. To fuse the noise of the two models
during the denoising sampling process, we propose the SNB
method, which can produce a fused image of a red Audi
hatchback car in a snowy forest. The fusion results of the
general model and the fine-grained car model are illustrated
in Figure 3, showing the ability to replace the car in the
scene with a specific one while retaining the original scene
unchanged. Notably, our SNB does not require additional
annotations to specify the car’s position in the original im-
age, enabling automatic semantic alignment.

4.2. Application 2: Recontextualization

Recontextualization, or named personalizing text-to-
image generation, is proposed in previous works [9, 28],
which aims to generate a creative scene for a specific ob-

ject/concept. DreamBooth [28] proposes to fine-tune a dif-
fusion model on several given images together with a place-
holder word to enable the model to generate a specific ob-
ject/concept. In this application, we integrate a general and
a DreamBooth [28] model to allow for the recontextualiza-
tion of specific objects with well-preserved details.

Specifically, we first fine-tune the general model using
multiple images of the target object. Thus the fine-tuned
model can represent the specific object with the placeholder
“[ ] in the prompt. Next, we get through a sentence that
describes a complex scene and “a photo of a[ ] < class >"
into SNB to integrate the general model and the Dream-
Booth model. Results can be found in Figure 4. It can be
observed that our method can put a specific object with rich
details into a complex scene.

4.3. Application 3: Cross-domain Fusion

Different models have distinct advantages when it comes
to generating images with specific styles. For example, car-
toon models are particularly skilled at creative composition
and can generate scenes that are rarely observed in real-
world scenarios. When we strive to generate images with
unique and imaginative compositions, we can integrate a
cartoon model to generate a distinctive scene and a general
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Figure 5: Application 3: visualization results of Cross-domain Fusion. Our method can combine the creative advantages of
the cartoon model to generate complex scenes and the photorealistic fidelity of the general model.

model to make the content more realistic.

In this application, the same textual description of a
scene is fed into both the general and the cartoon models.
This allows us to generate two sets of noise that correspond
to the same content but different styles during the sampling
process. By fusing these two sets of noise, SNB generates
images that exhibit both a creative composition and realistic
content. As shown in Figure 5, our proposed SNB provides
a powerful tool for achieving the balance of creative and re-
alistic, and we believe that such a tool has the potential to
benefit a wide range of applications in various fields, such
as art and Al-aided design.

5. Results and Comparisons
5.1. Compared to the General Model

The stable diffusion model is a widely used and versa-
tile generative model in computer vision that can generate a
diverse range of images based on prompts. However, when
the prompts contain multiple content subjects, the general
model’s generation performance can become challenging,
especially when the combination of these subjects is rare in
real-world scenes. This limitation can result in missing sub-
jects in the generated images, as observed in Application 1,
where the general model fails to capture both the car and
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for complex and lengthy prompts.

the seagulls in the same scene. A similar issue is observed
in Application 3 (Figure 1), where the general model can-
not produce scenes that are uncommon in real-life, such as
a lion wearing a crown (Figure 6). In addition, the general
model has difficulty understanding the semantics of certain
prompts, as observed in the case of “a bee is making honey”
in Figure 5, where the model only combines the bee and
honey in the same scene.

The proposed SNB can address these limitations, which
integrates a specialized model, such as a model that focuses
on cars in Application 1, or a cartoon model in Application
3, to improve the accuracy and realism of image generation.
By leveraging the strengths of both the general and special-
ized models, our proposed approach can generate visually
appealing and semantically rich images. This approach has
the potential to advance the field of computer vision by en-
abling more sophisticated and realistic image generation.

5.2. Compared to Dreambooth

Dreambooth [28] presents an approach for synthesizing
novel renditions of a given subject using a few images of
the subject and the guidance of a text prompt, i.e., recon-

textualization. However, it is challenging for Dreambooth
to handle certain creative scene compositions, such as “a []
backpack on the moon.” Our empirical investigation reveals
that Dreambooth struggles with integrating specific subjects
into the scene, particularly in cases where the scenario is
uncommon in reality. As illustrated in Figure 7, Dream-
booth frequently produces images that either lack or exhibit
inconsistencies in terms of specific subjects in such scenar-
ios. In contrast, our approach excels at integrating a spe-
cific subject into the scene while maintaining fidelity to the
prompt. Although Dreambooth can generate contextually
relevant images for brief prompts like “a [] bag on a garden
bench,” it may not accurately capture the finer details of the
subject, such as the graphic texture of the bag. In contrast,
our approach not only generates images that adhere to the
prompt but also reproduces subject details with greater ac-
curacy.

5.3. Compared to Annotated Masks

Blended-Diffusion [3] firstly propose to blend the noisy
image in each sampling step based on a given mask for
image editing. Such a method can neither handle applica-
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Figure 9: Compared to weighted sum. Directly averaging the two noises cannot well preserve each model’s strengths and

leads to cluttered image content.

tions like cross-domain fusion nor perform well on a mixed
object and scene content, such as “a car in a snowy for-
est.” As depicted in Figure 8, a comparison between our
method and a mask-based approach demonstrates that our
SNB method accurately preserves detailed subject features
influenced by the scene, like the snow on the car’s hood and
wheels. In contrast, the mask-based method replaces the en-
tire car area, resulting in a loss of subject details within the
scene. Overall, our SNB yields more natural and realistic
results when editing or replacing scene content, particularly
in scenarios with mixed object and scene content.

5.4. Compared to Weighted Sum

The success of SNB hinges upon its ability to create a
high-quality mask based on the noise generated by the two
models, which is then used to determine content coverage
and retention. As shown in Figure 9, the experimental re-

sults of SNB and the fusion method that directly averages
the two noises differ significantly. When the weighted sum
of two noises is used, the resulting image content appears
cluttered and lacks the desired semantic alignment. In con-
trast, our SNB method outperforms the direct averaging
method by achieving precise semantic alignment, resulting
in more accurate and realistic image content.

It is worth noting that, CDM [18] is belong to the case
of weighted sum, which treats two noises equally in dif-
ferent regions, while we trust different models in differ-
ent regions by designing a saliency-aware fusion mecha-
nism. We further show the comparison results with CDM
in Fig. 10. CDM fails to generate accurate car images in the
case of complex prompts (left) and tends to produce con-
ceptually mixed images or exhibits unstable performance
(right). In contrast, our proposed method can accurately
generate specified images of cars as well as vivid depictions
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ages (mid) or exhibits unstable performance (right).

Text-Image Similarity | Image Similarity

App. 11| App.31 App. 21
Ours 31.18 32.76 0.8401
Baseline 29.56 31.01 0.7582

Table 1: The CLIP-based Quantitative Metrics.

| |

| Ours better |

App. 1 [ App.2 |
814% | 847% |

Table 2: Human evaluations.

App. 3 |
793% |

of lions wearing crowns. Overall, our method demonstrates
significantly better performance compared to CDM.

5.5. Quantitative Metrics

We conducted quantitative evaluations for three corre-
sponding applications. Specifically, we generated Sk test
samples for each application to calculate the CLIP-based
score. For application 1 and application 3, we measured
the similarity between the generated images and the corre-
sponding prompts in terms of Text-Image Similarity; for ap-
plication 2, we calculated the similarity between the recon-
textualized images and the input images, which is referred
to as Image Similarity. The evaluation results are presented
in Table 1. Stable diffusion serves as the baseline for appli-
cation 1 and application 3, while Dreambooth [28] serves
as the baseline for application 2. Based on the results, it can
be concluded that our method has demonstrated improved
performance across all three applications.

In addition, we also conducted 500 human evaluations
for each application and presented the results in Table 2.
In application 1 and application 3, we compare our model
to stable diffusion, and in application 2, we compare it to
Dreambooth. The data indicate that for all three applica-
tions, the majority of the participants regarded the images
generated by our method as superior in quality.

Fusion Results

General Model

a photo of acarina
showy forest

a photo of a carin
the desert

Figure 11: Failure cases. Misalignments may appear due to
the various car size.

6. Conclusion

In this work, we study the problem of integrating pre-
trained text-guided diffusion models to achieve more con-
trollable generation. We propose a simple yet effec-
tive Saliency-aware Noise Blending (SNB) to preserve the
strengths of each individual model. Extensive experiments
on three challenging applications (i.e., a general model +
a cartoon model, a fine-grained car model, and a Dream-
Booth model) show that SNB can significantly empower
pre-trained diffusion models. With the rapid development
of pre-trained large generative models, we believe our work
is of great value.

Limitations. Although our method has demonstrated sig-
nificant performance improvements, it may not be applica-
ble in certain scenarios. The advantage of SNB is its ability
to form automatic masks based on saliency response values;
however, when the difference in object size between the two
merged images is too large, semantic alignment can be dif-
ficult to achieve. As shown in Figure 11, when the general
model produces cars that are either too large or too small,
the results display misaligned semantic positions. In the
future, we will keep on studying the integration of differ-
ent large generative models and extend our method to more
general settings.
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