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Abstract

This paper introduces an end-to-end residual network
that operates entirely on the Poincaré ball model of hyper-
bolic space. Hyperbolic learning has recently shown great
potential for visual understanding, but is currently only per-
formed in the penultimate layer(s) of deep networks. All
visual representations are still learned through standard
Euclidean networks. In this paper we investigate how to
learn hyperbolic representations of visual data directly from
the pixel-level. We propose Poincaré ResNet, a hyperbolic
counterpart of the celebrated residual network, starting
from Poincaré 2D convolutions up to Poincaré residual con-
nections. We identify three roadblocks for training convolu-
tional networks entirely in hyperbolic space and propose a
solution for each: (i) Current hyperbolic network initial-
izations collapse to the origin, limiting their applicability
in deeper networks. We provide an identity-based initial-
ization that preserves norms over many layers. (ii) Resid-
ual networks rely heavily on batch normalization, which
comes with expensive Fréchet mean calculations in hyper-
bolic space. We introduce Poincaré midpoint batch normal-
ization as a faster and equally effective alternative. (iii) Due
to the many intermediate operations in Poincaré layers, the
computation graphs of deep learning libraries blow up, lim-
iting our ability to train on deep hyperbolic networks. We
provide manual backward derivations of core hyperbolic
operations to maintain manageable computation graphs.

1. Introduction
Deep learning in hyperbolic space has gained traction

in recent years empowered by their inherent ability to em-
bed hierarchical data with arbitrarily low distortion [45]
and by being more compact and dense [5, 42, 47]. These
promising characteristics have led to rapid developments
in hyperbolic representation learning for tree-like structures
[1, 4, 15, 27, 42, 44], graphs [5, 9, 29, 60], text [7, 11, 49],
action skeletons [14], biological structures [26], and more.

Recently, hyperbolic learning has also been investigated
for visual understanding. Hyperbolic embeddings of images
and videos have been shown to improve few-shot learning
[13, 17, 20, 35, 57], hierarchical recognition [10, 18, 32,
33, 56], segmentation [6, 19] and metric learning [12, 59]
amongst others. While promising, the use of hyperbolic ge-
ometry in computer vision has been limited to the classifier
space, with visual representations being learned on conven-
tional networks that operate in Euclidean space.

This paper explores learning visual representations en-
tirely in hyperbolic space. The ability to learn hyperbolic
representations directly from the pixel-level will allow us
to unlock the broad potential of hyperbolic geometry for
vision, such as capturing latent hierarchical visual rep-
resentations [25], training compact network architectures
[5, 42, 47], and creating networks that better mimic visual
representation learning in the brain [58]. Empowered by
successful implementations of non-visual layers [16, 47],
the time is ripe for visual hyperbolic feature learning.

As a step towards fully hyperbolic visual learning, we
start from the highly celebrated ResNet [22] and rebuild its
architecture in hyperbolic space; from 2D convolutions to
residual connections. Optimizing a ResNet in the Poincaré
ball model comes with several challenges. First, we find
that existing network initializations in hyperbolic space lead
to vanishing signals, which derail learning over many con-
volutional layers. We provide an identity-based network
initialization that preserves the output norm over many lay-
ers. Second, ResNets rely extensively on batch normal-
ization, but its generalization to hyperbolic space requires
expensive Fréchet mean calculations [34]. We introduce
Poincaré midpoint batch normalization, which allows us to
compute approximate means at a fraction of the computa-
tional cost. Third, the basic gyrovector operations in the
Poincaré ball model consist of many intermediate calcula-
tions. In modern deep learning libraries, all these calcu-
lations are stored for automatic differentiation, blowing up
the computation graph. We have derived and implemented
the backward pass of core hyperbolic gyrovector operations
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to contain the computation graph.
Empirically, we show that our network initialization

is indeed norm-preserving and improves network gener-
alization. We show that our midpoint batch normaliza-
tion speeds up training by 25% with no loss in classifica-
tion accuracy. We furthermore demonstrate the potential
of Poincaré ResNet for out-of-distribution detection, adver-
sarial robustness, and learning complementary representa-
tions compared to Euclidean ResNet. The code is avail-
able at https://github.com/maxvanspengler/
poincare-resnet with a similar implementation in the
documentation of HypLL [52].

2. Background and related work
2.1. Poincaré ball model of hyperbolic space

This paper operates on the most commonly used model
of hyperbolic geometry in deep learning, namely the
Poincaré ball model. We will therefore restrict the back-
ground discussion to this model and refer to Peng et al. [43]
for a more comprehensive discussion on the different iso-
metric models of hyperbolic space. The n-dimensional
Poincaré ball model with constant negative curvature −c is
defined as the Riemannian manifold (Bn

c , gc), where

Bn
c = {x ∈ Rn : ||x||2 <

1

c
}, (1)

and where

gc = λc
xIn, λc

x =
2

1− c||x||2
, (2)

with In being the n-dimensional identity matrix. The
Poincaré ball model can be turned into a gyrovector space
[50] by endowing it with Möbius addition and Möbius
scalar multiplication, respectively defined as

x⊕c y =
(1 + 2c⟨x,y⟩+ c||y||2)x+ (1− c||x||2)y

1 + 2c⟨x,y⟩+ c2||x||2||y||2
,

r ⊗c x =
1√
c
tanh

(
r tanh−1(

√
c||x||)

) x

||x||
,

(3)

where x,y ∈ Bn
c , r ∈ R and where || · || and ⟨·, ·⟩ denote

the Euclidean norm and inner product, respectively. An im-
portant map related to this gyrovector space is the gyrator
gyr : Bn

c ×Bn
c → Aut(Bn

c ,⊕c), where Aut(Bn
c ,⊕c) denotes

the set of automorphisms on Bn
c [50]. This map is implicitly

defined as

gyr[x,y]z = −(x⊕c y)⊕c

(
x⊕c (y ⊕c z)

)
, (4)

where x,y, z ∈ Bn
c , which can be used to measure the ex-

tent to which Möbius addition deviates from commutativity.

It will be used later on to define parallel transport. Further-
more, we can compute the distance between any two points
x,y ∈ Bn

c as

dc(x,y) =
2√
c
tanh−1(

√
c|| − x⊕c y||). (5)

For an in-depth analysis of this gyrovector space approach
to the Poincaré ball see [50]. Using the definition of Möbius
addition, the exponential and logarithmic maps can be writ-
ten as [16]

expcx(v) = x⊕c

(
tanh

(√cλc
x||v||
2

) v√
c||v||

)
,

logcx(y) =
2√
cλc

x

tanh−1
(√

c|| − x⊕c y||
) −x⊕c y

|| − x⊕c y||
,

where x,y ∈ Bn
c and v ∈ TxBn

c . Moreover, we can define
parallel transport P c

x→y : TxBn
c → TyBn

c as follows [47]

P c
x→y(v) =

λc
x

λc
y

gyr[y,−x]v, (6)

which allows us to transport a tangent vector at a point x ∈
Bn
c to the tangent space at another point y ∈ Bn

c , used for
example in batch normalization.

2.2. The Poincaré ball model in neural networks

To perform deep learning on the Poincaré ball model,
Ganea et al. [16] outline a theoretical framework for in-
corporating this model into core layers of neural networks,
such as hyperbolic logistic regression, hyperbolic fully-
connected, and hyperbolic recurrent layers. More recently,
Shimizu et al. [47] made important improvements to this
framework to ensure that the hyperbolic geometry was fully
taken advantage of without the need for additional learnable
parameters. We will therefore use this work as a starting
point for the rest of this paper and provide a short overview
here.

As a foundation, Poincaré multinomial logistic regres-
sion is defined by computing the score for each of n classes
for some input x ∈ Bm

c as

vk(x) =
2√
c
||zk|| sinh−1

(
λc
x⟨
√
cx,

zk
||zk||

⟩ cosh(2
√
crk)

−(λc
x − 1) sinh(2

√
crk)

)
,

where zk ∈ T0Bm
c = Rm and rk ∈ R are the parameters for

the k-th class. These scores are equivalent to the distances
between the input x and the n different Poincaré hyper-
planes determined by the parameters {(zk, rk)}ni=1. Here,
zk determines the orientation of the hyperplane while rk
determines its offset with respect to the origin. A Poincaré
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fully connected layer mapping input x ∈ Bm
c to Bn

c is in
turn defined as

y = Fc(x;Z, r) =
w

1 +
√
1 + c||w||2

, (7)

with

w =
( 1√

c
sinh(

√
cvk(x))

)n

k=1
, (8)

where the vk(·) are the scores from the Poincaré multino-
mial logistic regression and where Z = [z1| . . . |zn] ∈
(T0Bm

c )n = Rm×n and r = (rk)
n
k=1 ∈ Rm are the param-

eters of the layer. Given hyperbolic fully connected layers,
Shimizu et al. [47] outline general formulations for self-
attention and convolutional operations in hyperbolic space.
We take such investigations to the visual domain and arrive
at Poincaré ResNets, which require 2D convolutions, fast
batch normalization, residual blocks, norm-preserving ini-
tialization and derived backpropagation of core operations
in order to be realized.

2.3. Hyperbolic learning in computer vision

Khrulkov et al. [25] have shown that both image data and
labels contain hierarchical structures and introduced Hyper-
bolic Image Embeddings to exploit these observations. In
their approach, embeddings of images from standard net-
works are mapped to hyperbolic space, followed by a final
classification layer based on hyperbolic logistic regression
or hyperbolic prototypical learning, directly improving few-
shot learning and uncertainty quantification.

A wide range of works have investigated hyperbolic vi-
sual embeddings, see Mettes et al. [38]. Several works
have proposed prototypes-based hyperbolic embeddings for
few-shot learning [13, 17, 20, 35, 57], where hyperbolic
space consistently outperforms Euclidean space. Hyper-
bolic embeddings of classes based on their hierarchical re-
lations has also shown to be effective for zero-shot learn-
ing [30, 54] and hierarchical recognition [10, 18, 32, 56].
Hyperbolic embeddings have furthermore been effective in
metric learning [12, 59], object detection [51], image seg-
mentation [6, 19] and future prediction in videos [48].

In generative learning, hyperbolic variational auto-
encoders [23, 36, 40], generative adversarial networks [28]
and normalizing flows [3, 37] have been shown to obtain
competitive results in data-constrained settings. A num-
ber of recent works have proposed unsupervised hyperbolic
learning approaches [23, 39, 53, 55], allowing for learning
and discovering hierarchical representations.

This body of literature highlights that hyperbolic geome-
try is fruitful for visual understanding. In current literature,
however, hyperbolic learning is restricted to the final em-
bedding layers, with all visual representations being learned
by standard networks. This paper strives to learn hyperbolic

representations in an end-to-end manner, from pixels to la-
bels, complementing current research on computer vision
with hyperbolic embeddings.

3. Poincaré residual networks for images
We consider the problem of image classification where

our dataset is denoted by (xi, yi)
N
i=1, with xi ∈ RH×W×3

and yi ∈ {1, . . . , C}. Here, xi denotes the pixel values
of the i-th input image with height H and width W , while
yi denotes the corresponding label. Our goal is to train a
network y = ϕ(x) that maps an input image x to a label y.
Specifically, we strive to formulate the celebrated ResNet
[22] architecture in the Poincaré ball model.

In residual networks, the basic building block consists
of two weight layers with a ReLU activation between the
layers. Afterwards, the input is added to the transformed
output through a residual connection, followed by another
ReLU activation. A weight layer is typically given as a con-
volutional layer followed by a batch normalization. Thus,
to create Poincaré residual blocks, all these operations need
to be formulated in hyperbolic space. Below, we separately
outline how to formalize and construct (i) Poincaré 2D con-
volutions and residual blocks, (ii) how to initialize hyper-
bolic networks, (iii) Poincaré midpoint batch normalization,
and (iv) forward and backward propagation of core hyper-
bolic operations.

3.1. Poincaré convolutions and residuals

We start by formalizing 2D convolutional operations for
images in the Poincaré ball model using the approach of
Shimizu et al. [47]. Suppose we have an input image x
with pixel values

xij ∈ BCin
c , i = 1, . . . ,Hin, j = 1, . . . ,Win, (9)

where Cin is the number of input channels and where Hin

and Win are the height and width of the image, respec-
tively. Then we can define a 2D Poincaré convolution op-
eration with Cout output channels and with receptive field
size K ×K, with K odd. This approach and its Euclidean
counterpart have the same grid connections between the in-
put values and output values. Only the convolutional oper-
ations behind these connections are defined differently. So,
the output will have pixel values

hij ∈ BCout
c , i = 1, . . . ,Hout, j = 1, . . . ,Wout, (10)

where hkl is computed from the pixels xij in the receptive
field at that position, so where

k −
⌊K
2

⌋
≤ i ≤ k +

⌊K
2

⌋
,

l −
⌊K
2

⌋
≤ j ≤ l +

⌊K
2

⌋
.

(11)
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Poincaré convolution 2D

Poincaré batch normalization 2D

Poincaré convolution 2D

Poincaré batch normalization 2D

+

identity

ReLUP

ReLUP

Figure 1: A Poincaré residual block, the basic building
block of our Poincaré ResNet architectures and a direct gen-
eralization of the original residual block of He et al. [22].

We denote this receptive field at position (k, l) by Xkl. Note
that Hout and Wout depend on the input dimensions, the
receptive field size K and, optionally, on stride and padding.

Similar to the Euclidean convolutional layer, for each
hkl, we want to apply a fully connected layer to the con-
catenation of the vectors within the receptive field, so we
want to compute the output as

hkl = Fc(∥Xkl;Z, r), (12)

where ∥· denotes some concatenation operation and Fc is
the Poincaré fully-connected layer defined in equation (7)
with parameters Z and r. Note that the usual concatenation
is inappropriate for vectors on the Poincaré ball as this can
result in vectors outside the manifold. We therefore employ
β-concatenation as an alternative, which is a concatena-
tion operation that preserves the expectation of the Poincaré
norm of the output vector [47]. This operation, applied to
M Poincaré vectors {bi ∈ Bni

c }Mi=1 with n =
∑

i ni, is
defined in three steps:

1. Map each of the vectors to the tangent space at the ori-
gin of their respective Poincaré balls: vi = logc0(bi);

2. Let βn = B(n2 ,
1
2 ), with B the beta function,

scale each of the vectors vi by βnβ
−1
ni

and let v be
the concatenation of these scaled vectors, so v =
(βnβ

−1
n1

vT
1 , . . . , βnβ

−1
nN

vT
N )T ;

3. Project the resulting vector back onto the n-
dimensional Poincaré ball: expc0(v).

We denote this operation by β∥·. Now, we can write the 2D
Poincaré convolution operation as

hkl = Fc(β∥Xkl;Z, r), (13)

where k = 1, . . . ,Hout, l = 1, . . . ,Wout and where Fc

maps from BK2×Cin
c to BCout

c .

Algorithm 1 Poincaré midpoint batch normalization

Training Input: Data batches {x(t)
1 , . . . ,x

(t)
m } ⊆ Bn

c for
t ∈ [1, . . . , T ], testing momentum η ∈ [0, 1]
Learned Parameters: β ∈ Bn

c , γ ∈ R
Normalization Algorithm:
for t = 1, . . . , T do
µ← PoincaréMidpoint({x(t)

1 , . . . ,x
(t)
m })

σ2 ← 1
m

∑m
i=1 d(x

(t)
i , µ)2

for i = 1, . . . ,m do
x̃
(t)
i ← expcβ

(√
γ
σ2P

c
µ→β(log

c
µ x

(t)
i )

)
end for
return normalized batch x̃

(t)
1 , . . . , x̃

(t)
m

end for

Next, we define a Poincaré version of the residual block
by replacing the convolutional layers by Poincaré convolu-
tional layers and by applying a hyperbolic batch normaliza-
tion, which will be defined in the next subsection. Pointwise
nonlinearities can still be applied in the tangent space at the
origin of the Poincaré ball by using the logarithmic and ex-
ponential maps. So, the Poincaré version of the ReLU non-
linearity becomes

ReLUP = expc0 ◦ ReLU ◦ logc0, (14)

where ◦ denotes function composition. We will use this
Poincaré version to replace the two ReLU nonlinearities.
We can furthermore replace the skip connection by x ⊕c

G(x), where G denotes the transformation given by the two
Poincaré convolutional layers and Poincaré batch normal-
izations. Figure 1 visualizes the Poincaré residual block.

3.2. Poincaré midpoint batch normalization

In a residual block, each convolutional layer is imme-
diately followed by a batch normalization step. Lou et al.
[34] have previously defined a Poincaré version of batch
normalization based on their iterative approximation to the
Fréchet mean. While more efficient than previously avail-
able methods, this iterative approach still makes the Fréchet
mean a computationally expensive step. Directly plugging a
Fréchet-based batch normalization in our Poincaré ResNet
would account for roughly 77% of the computation in a for-
ward step. We therefore seek to perform batch normaliza-
tion with greater computational efficiency.

We suggest to take an alternative aggregation of Poincaré
vectors, namely the Poincaré midpoint [50]. The midpoint
of the Poincaré vectors {xi ∈ Bn

c }Ni=1 is computed as

µ =
1

2
⊗c

∑N
i=1 λ

c
xi
xi∑N

i=1(λ
c
xi
− 1)

. (15)

The resulting midpoint batch normalization algorithm is
outlined in Algorithm 1. The goal of batch normalization
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is to keep feature vectors centered around the origin and to
keep the variance of their norms within a manageable range.
By replacing the Fréchet mean by the Poincaré midpoint,
the vectors will no longer be centered exactly at the ori-
gin, but still close enough to achieve the improved stability
that batch normalization normally results in. Moreover, the
Poincaré midpoint can be computed directly without any it-
erative methods, making it substantially faster to compute
than the Fréchet mean.

3.3. Hyperbolic network initialization

The canonical ResNet architecture uses Kaiming initial-
ization, which aims to prevent reduction or magnification of
input signals as this would hinder convergence during train-
ing [21]. This is achieved by maintaining the variance of the
components of both the features and the gradients through-
out the network. However, such an approach is inappro-
priate for the Poincaré fully connected and convolutional
layers as the components of a Poincaré vector are necessar-
ily dependent, since the Euclidean norm of such vectors is
bounded by c−

1
2 .

To that end, Shimizu et al. [47] propose to initialize the
weights Z of the Poincaré fully connected layer through
sampling from the normal distribution N (0, (2mn)−1),
where m is the input dimension and n the output dimension
of the layer. The biases r are initialized as zeros. We find
that this initialization results in vanishing signals, where the
norm of an input converges to zero after a few layers. To
obtain a norm-preserving network initialization in hyper-
bolic space, we take the initialization for the weights of a
Poincaré layer mapping from Bm

c to Bn
c with m ≤ n as

Z =

{
1
2In m = n,
1
2 [Im|Om,n−m] m < n,

(16)

where In is the n× n-identity matrix and where Oi,j is the
i × j-zero matrix. We initialize the biases r as a vector of
zeros. Using this initialization, for m = n, we see that

vk(x) =
1√
c
sinh−1

(√
cλc

xxk

)
, (17)

and, therefore,

w = λc
xx, (18)

from which it follows that y = x. When m < n, we get
y = (xT |0T

n−m)T instead, where 0n−m is an (n − m)-
dimensional vector of zeros. Thus, for the cases m ≤ n,
this initialization keeps the norms of the vectors constant
throughout the network.

For residual networks, m ≤ n for each layer except for
the linear layer at the end of the network. Therefore, we
initialize each of the convolutional layers using our identity

initialization. The final linear layer will be initialized using
the initialization by [47]. We find the vanishing effect of
this single layer to be harmless to the performance.

3.4. Optimization and backward propagation

For neural networks on Riemannian manifolds, one gen-
erally has to consider the manifold on which the parameters
live for optimization [2]. For Poincaré residual networks,
we need to consider the weights of three different layers,
namely, the fully-connected layer, the convolutional layer,
and the batch normalization. The parameters of the fully-
connected layer and the convolutional layer as proposed by
Shimizu et al. [47] live in Euclidean space, so we can use
Euclidean optimizers for these layers. However, the batch
normalization algorithm shown in Algorithm 1 makes use of
a parameter vector living on Bn

c . To avoid difficulties with
optimizers, we instead supply the algorithm with a param-
eter vector in Rn that is mapped to the Poincaré ball using
the exponential map around the origin. This is used by Lou
et al. [34] as well. As a result, we can optimize Poincaré
residual networks using traditional Euclidean optimizers.

A direct consequence of applying hyperbolic operations
in a neural network is the large computational cost incurred
by the many applications of nonlinear operations. This
leads to a significant increase in memory requirements as
all these intermediate steps become part of the computa-
tion graph during training. To maintain compact computa-
tion graphs, we have manually derived the backward pass
of several core hyperbolic operations, namely Möbius ad-
dition, the exponential and logarithmic maps and the con-
formal factor λc

x. The use of these manually defined deriva-
tives also reduces the size of the computation graph of many
other operations defined on the Poincaré ball, as these gen-
erally build upon the more basic operations. We find that us-
ing manually defined derivatives reduces memory usage by
approximately 30%, but increases computation time. Due to
the length of the derivations, we provide a full breakdown
in the supplementary materials.

4. Experiments
We investigate (i) the effect of network initialization over

many layers, (ii) the effect of curvature and ReLU acti-
vations, (iii) the comparison between Fréchet-based and
our midpoint-based batch normalization and (iv) the robust-
ness of hyperbolic residual networks. We seek to evaluate
Poincaré ResNets in isolation and hence stick to minimal
augmentation and fixed hyperparameters. We use random
cropping and horizontal flipping with Adam optimization
with fixed learning rate 10−3 and weight-decay 10−4.

4.1. Identity initialization is norm-preserving

The approach of Shimizu et al. [47] is the current lead-
ing initialization in hyperbolic networks. This initialization,
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(a) Output norm over layers. (b) 5-layer ConvNet training. (c) 7-layer ConvNet training.

Figure 2: Comparison to the initialization of [47]. In (a), we show the logarithm of the mean of the norms of each layer’s
output during the forward pass of an untrained 10-layer fully-connected network for random Poincaré gyrovectors. The figure
shows that the baseline initialization is suffering from vanishing signals with outputs that collapse to the origin over multiple
layers. Our identity-based initialization maintains output norms over layers. In (b) and (c), we show the test accuracy over
epochs for a 5-layer and a 7-layer ConvNet. For a 5-layer network, the baseline initialization converges more slowly, while it
no longer learns for 7-layers. Our initialization is preferred for training convolutional networks in the Poincaré ball model.

however, leads to vanishing signals, which we empirically
validate here. We take a stack of 10 Poincaré linear lay-
ers with a constant curvature of c = 1, with 20 input and
output neurons. We then perform a single forward pass on
a batch of 16 Poincaré gyrovectors which are generated by
sampling vectors in the tangent space at the origin from the
multivariate normal distribution N (0, 1

10I20) and mapping
these to the Poincaré ball. Figure 2a shows the behaviour
of the norms during the forward pass for both initialization
methods. Where the baseline initialization suffers from van-
ishing signals, our identity initialization keeps the norms
constant up to the rounding effects of the repeated applica-
tion of non-linear operations.

In Figures 2b and 2c we additionally show what happens
when training a simple ConvNet on CIFAR-10 with both
initialization methods trained with SGD with learning rate
10−3, momentum 0.9 and weight decay 10−4. For a 5-layer
ConvNet, the baseline initialization converges more slowly.
For a 7-layer ConvNet, we find that the baseline is no longer
capable of learning meaningful representations. Identity-
based initialization is still able to train in this setting. We
conclude that our identity-based hyperbolic network initial-
ization is preferred for training hyperbolic networks.

4.2. Curvatures and ReLUs stabilize optimization

Previous works claim that nonlinearities, such as the
ReLU operation, are redundant in hyperbolic neural net-
works due to the many nonlinearities inherent to such net-
works [16, 47]. Here, we test this claim by training a
small Poincaré ResNet-20 on CIFAR-10 with small channel
widths of (4, 8, 16) with and without the ReLU nonlinearity
as activation layer. The results are shown in Figure 3 (left).
We find that training with the ReLU nonlinearity leads to
faster convergence and a greater final accuracy. This shows
that nonlinear activation functions remain important despite

Figure 3: ReLUs and small curvatures improve the opti-
mization and performance of Poincaré ResNet. Both exper-
iments were performed using a small ResNet-20 with small
channel widths (4, 8, 16). While hyperbolic layers are al-
ready non-linear, adding ReLUs further improves general-
ization. The same holds for using smaller curvatures.

the inherent nonlinearity of hyperbolic networks.
Poincaré balls of various curvatures have similar geo-

metric properties. For numerical computations however,
setting the right curvature impacts the down-stream perfor-
mance [17]. In this analysis, we investigate the effect of
various curvatures for optimizing Poincaré ResNets. We
again perform the experiments on a small Poincaré ResNet-
20 with small channel widths of (4, 8, 16) using a curvature
of 1, 0.1 or 0.01. We show the results in Figure 3 (right).
We first find that training with a curvature of c = 1 leads to
suboptimal accuracies. As the curvature becomes smaller,
the Euclidean volume of the Poincaré ball increases. As
a result, representing elements within this manifold using
floating-point representations becomes easier with smaller
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Manifold CIFAR-10 CIFAR-100

FPR95 ↓ AUROC ↑ AUPR ↑ FPR95 ↓ AUROC ↑ AUPR ↑

R20 R32 R20 R32 R20 R32 R20 R32 R20 R32 R20 R32

Places-365
Euclidean 64.2 72.3 84.7 82.0 96.2 95.6 89.5 93.9 62.5 57.9 89.3 87.9
w/ HNN++ 63.8 72.7 79.6 77.7 94.5 94.2 93.2 86.3 63.3 66.6 89.8 91.1
Poincaré 70.2 70.7 82.3 82.6 95.7 95.9 82.8 83.8 71.5 71.1 92.3 92.2

SVHN
Euclidean 97.3 94.7 68.8 73.4 92.8 94.1 99.5 98.8 43.7 54.6 83.7 88.2
w/ HNN++ 73.1 79.1 85.5 82.2 96.9 96.1 92.1 88.6 66.4 68.9 91.1 92.0
Poincaré 66.0 69.3 85.0 83.6 96.6 96.3 76.9 83.0 76.8 72.6 94.1 92.9

Textures
Euclidean 87.3 88.0 73.6 77.3 93.2 94.7 98.1 96.0 33.5 42.9 75.9 79.4
w/ HNN++ 63.8 56.6 79.6 85.8 94.5 96.6 85.9 77.5 58.9 65.7 86.8 89.0
Poincaré 68.2 66.2 82.1 82.3 95.5 95.6 83.9 84.2 67.7 68.8 91.0 91.5

Table 2: Out-of-distribution detection on CIFAR-10 and CIFAR-100 with Places365, SVHN, and DTD as out-of-
distribution datasets. R20 and R32 denote ResNet-20 and ResNet-32 architectures, both with channel widths (8, 16, 32).
Across different in- and out-of-distribution datasets, hyperbolic ResNets are more robust than their Euclidean counterparts.

ResNet-20 ResNet-32

Accuracy Fréchet mean 79.4 82.4
Poincaré midpoint 80.9 81.9

Time Fréchet mean 179.0 169.4
(s epoch−1) Poincaré midpoint 137.5 132.0

-23% -22%

Table 1: Poincaré midpoints for batch normalization
in hyperbolic space are as effective for classification as
Fréchet means while being faster to optimize.

curvatures. Indeed, when training with curvatures c = 0.1
and c = 0.01, we find that the model converges faster and
has a higher final accuracy. Overall, we find that a curvature
of c = 0.1 works best for training Poincaré ResNets and we
will use this setting for the rest of the experiments.

4.3. Midpoints make batch norm efficient

To compare the computational efficiency and the perfor-
mance of our Poincaré midpoint batch normalization to the
batch normalization by [34], we perform multiple experi-
ments using Poincaré ResNet-20 or Poincaré ResNet-32 on
CIFAR-10 with small channel widths of (4, 8, 16). We opt
for a small ResNet width and fixed hyperparameters to al-
low for faster evaluation, all models obtain higher scores
with more depth and hyperparameter tuning. Each network
is then trained with Fréchet-based batch normalization [34]
or with our Poincaré midpoint batch normalization.

The results of the experiment are shown in Table 1. First,
we find that both batch normalization methods lead to sim-
ilar accuracies, which indicates that Poincaré midpoints are
as effective as Fréchet means for classification. Second,
training a network with Poincaré midpoint batch normal-
ization leads to a reduction in computation time of approx-

imately 20-25%. We recommend Poincaré midpoints when
performing batch normalization in hyperbolic networks.

4.4. Hyperbolic networks are robust

Finally, we investigate the robustness and complemen-
tary nature of Poincaré ResNet compared to its Euclidean
alternative. We investigate whether Poincaré ResNet is (i)
robust to out-of-distribution samples, (ii) can handle adver-
sarial examples, and (iii) learns complementary representa-
tions compared to Euclidean ResNet.

Out-of-distribution detection. To check whether
Poincaré ResNets are robust to out-of-distribution samples,
we compare the out-of-distribution detection performance
of Euclidean and Poincaré ResNet-20 and ResNet-32 with
channel widths (8, 16, 32), trained on either CIFAR-10
or CIFAR-100 using the same hyperparameters and opti-
mizer as before and where the Euclidean ResNets have
either a Euclidean or Poincaré classifier [47]. For each
architecture, the Euclidean and hyperbolic variants have
similar classification performance, hence any difference
in out-of-distribution performance is not a result of im-
proved training. We use the Places-365 dataset [61], the
SVHN dataset [41] and the Textures dataset [8] as out-
of-distribution datasets. For detecting out-of-distribution
samples, we use the energy score as introduced by Liu et
al. [31]. The comparisons are performed on the commonly
used metrics FPR95, AUROC and AUPR.

The results are shown in Table 2. We find that with a
ResNet-32 architecture, Poincaré ResNet outperforms both
types of Euclidean ResNets on nearly all metrics for five out
of six combinations of in- and out-of-distribution datasets.
With a ResNet-20, Poincaré ResNet is better for each com-
bination with CIFAR-100 as the in-distrution dataset. We
conclude that a hyperbolic ResNet is more robust to out-
of-distribution samples than its Euclidean counterpart, es-
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(a) Adversarial robustness. (b) Hyperbolic/Euclidean fusion.

(a) car (b) plane

(c) horse (d) horse

(c) Grad-CAM visualizations.

Figure 4: Comparisons and fusions between hyperbolic and Euclidean ResNets. (a) Robustness to FGSM adversarial
attacks between Euclidean and Poincaré ResNets. These results are obtained by attacking a Poincaré ResNet-32, or a
Euclidean ResNet-32 with either a Euclidean classifier or a Poincaré classifier [47], with small channel widths (8, 16, 32),
trained on CIFAR-10 to similar performance, with adversarial examples of varying perturbation sizes ϵ. Poincaré ResNet is
more robust to FGSM adversarial attacks. (b) Fusion ResNets plotted as a function of model parameters. The circle markers
represent ResNet-20 and the diamond markers represent ResNet-32, with other differences due to varying channel widths
of (4, 8, 16), (8, 16, 32) and (16, 32, 64). Fusing the Poincaré and Euclidean ResNets not only improves accuracy, but is
more efficient than increasing the number of parameters of individual models, highlighting the strong complementary nature
of learning visual representations in both spaces. (c) Grad-CAM visualizations of Euclidean (middle) and Poincaré (right)
ResNets. (a) + (b) Both models predict the correct class while focusing on different discriminants in the image. (c) + (d)
Failure case of respectively Euclidean and Poincaré ResNet due to a focus on ambiguous object parts.

pecially in the presence of many in-distribution classes.
Adversarial attacks. To see if Poincaré ResNet is ro-

bust to adversarial samples, we compare the performance
against an adversarial attack between Euclidean ResNet-32
with either a Euclidean classifier or a Poincaré classifier
[47] and Poincaré ResNet-32, each with channel widths (8,
16, 32), trained on CIFAR-10. Note that, after training, each
model has similar performance on the test set of CIFAR-
10. We apply the fast gradient signed method (FGSM)
[24] attack with perturbations ϵ = 0.8

255 ,
1.6
255 ,

2.4
255 ,

3.2
255 to the

models. The results are shown in Figure 4a. We find that
Poincaré ResNet is more resistant to adversarial attacks than
the Euclidean ResNet, even though both architectures were
trained similarly and obtained similar classification perfor-
mance. This result highlights the potential of hyperbolic
learning in the presence of adversarial agents. We note that
Euclidean ResNets normally use running statistics, while
Poincaré ResNets do not. Here we have disabled running
statistics for the Euclidean models to ensure a fair compar-
ison as running statistics make a model far more suscepti-
ble to adversarial attacks. The results when using running
statistics are shown in the appendix.

Complementary representations. To show that the rep-
resentations learned by Poincaré ResNets are complemen-
tary to the features from Euclidean ResNets, we evaluate
the performance of a fusion model, where each image is
forwarded through both ResNets and the resulting logits are
averaged to obtain predictions. Note that both models are
trained independently and the fusion model is only evalu-

ated with no further training being performed. The results
are shown in Figure 4b. For each architecture, the perfor-
mance on both manifolds is similar. Clearly, the perfor-
mance of the fusion models is better than that of the indi-
vidual ResNets. With respect to the number of parameters,
we find that it is more efficient to create a fusion model than
it is to increase the size of whichever ResNet we are using.
In Figure 4c, we also show Grad-CAM visualizations [46],
highlighting that our approach focuses more on the differ-
ent parts that form the object, instead of the single most
discriminative component like in Euclidean ResNets.

5. Discussion

In this paper we propose Poincaré ResNet and make sev-
eral contributions. First, we formulate the Poincaré resid-
ual block including convolutions, batchnorm, and ReLU’s.
Second, we introduce an initialization that prevents van-
ishing signals and allows for the training of deeper mod-
els. Third, we propose a new hyperbolic batch normaliza-
tion based on the Poincaré midpoint, which substantially
increases efficiency at no cost to its performance. Fourth,
we manually derive the backward pass for several opera-
tions within the Poincaré ball to decrease the size of the
computation graphs. Empirically, we perform initial explo-
rations into fully hyperbolic neural networks, showing that
Poincaré Resnets are (i) more robust to out-of-distribution
samples, (ii) more robust to adversarial attacks and (iii)
complementary to Euclidean networks.

5426



References
[1] Ivana Balazevic, Carl Allen, and Timothy Hospedales.
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resentations with poincaré variational auto-encoders. In Ad-
vances in neural information processing systems, 2019. 3

[37] Emile Mathieu and Maximilian Nickel. Riemannian con-
tinuous normalizing flows. Advances in Neural Information
Processing Systems, 2020. 3

[38] Pascal Mettes, Mina Ghadimi Atigh, Martin Keller-Ressel,
Jeffrey Gu, and Serena Yeung. Hyperbolic deep learn-
ing in computer vision: A survey. arXiv preprint
arXiv:2305.06611, 2023. 3

[39] Nicholas Monath, Manzil Zaheer, Daniel Silva, Andrew Mc-
Callum, and Amr Ahmed. Gradient-based hierarchical clus-
tering using continuous representations of trees in hyperbolic
space. In International Conference on Knowledge Discovery
& Data Mining, 2019. 3

[40] Yoshihiro Nagano, Shoichiro Yamaguchi, Yasuhiro Fujita,
and Masanori Koyama. A wrapped normal distribution on
hyperbolic space for gradient-based learning. In Interna-
tional Conference on Machine Learning, 2019. 3

[41] Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bis-
sacco, Bo Wu, and Andrew Y Ng. Reading digits in natu-
ral images with unsupervised feature learning. In NeurIPS
Workshop on Deep Learning and Unsupervised Feature
Learning, 2011. 7

[42] Maximillian Nickel and Douwe Kiela. Poincaré embeddings
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