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A Experimental Visualization Diagrams

Fig.[I] shows the experimental visualization diagrams. Fig.[T] summarizes the
overview of the LABN and the quantitative results in the IDRiD and DeFN

magnetograms dataset.
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Fig. 1. experimental visualization diagram.
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B Additional Results

We computed the Insertion and Deletion scores[24] in the process of calculating
ID and PID. Table [I] shows the quantitative results of Insertion and Deletion
scores. We have added this table to the paper. For the IDRiD, the table shows
that the Insertion score was 0.755, 0.529, and 0.827 points for RISE, Lambda
attention and LABN, respectively. The Insertion score of LABN was better than
that of RISE by 0.072 points. Similarly, the Deletion score improved by 0.051
points, respectively, when LABN was used. For the DeFN magnetograms dataset,
the table shows that the Insertion and Deletion scores were also improved.

Table 1. Quantitative results of the Insertion and Deletion scores on the IDRiD (upper
table) and DeFN magnetograms dataset (lower table).

Method | RISE [4] Lambda attention [31] Ours (LABN)

Insertiont|0.765 £ 0.019 0.529 £ 0.088 0.827 4+ 0.034
Deletion] [0.447 £ 0.029 0.630 £ 0.070 0.396 4 0.192

Method | RISE [4] Lambda attention [31] Ours (LABN)

Insertiont|0.562 £ 0.088 0.600 £ 0.118 0.742 4 0.102
Deletion] [0.327 £ 0.119 0.226 + 0.133 0.099 £ 0.120
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