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A appendix

A.1 Variance Calculation

In this paper, the smoothness is defined as the reciprocal of intra-class variance,
because the intra-class variance is easy to be calculated. Also, the inter-class
variance could represent the discriminability of target features. So, we can use the
intra-class and iter-class variance to clarify the smoothness. In the introduction
of our paper, we show the intra-class variance and inter-class variance of methods
including CDAN, MCC, and the combinations with the LeCo.

Firstly, we randomly selected the 10k target samples from VisDA-C, and we
obtained the classification responses through these different models. The VisDA-
C dataset contains images from 12 categories.

Intra-class variance: For each UDA model, firstly, by using the ground-
truth labels, we can calculate the standard deviation of classification responses
within each class, and the shape of the standard deviation for each class is
(1, 12), then we take the average across 12 classes. Then, We take the average of
12 standard deviations as the final intra-class variance of this model.

Inter-class variance: For each UDA model, we first obtained the class
centers of classification responses by using the ground-truth labels. Then we
calculated the standard variance across these cluster centers, and the shape of
standard variance is (1, 12), so we take the average on the class dimension as the
inter-class variance of this model.

Obviously, this calculation way can be applied to the various methods and
different datasets. The codes can be found in our codebase.
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A.2 Dataset

Office-31 [1] is a classic benchmark with 31 categories and three domains: Amazon
(A) with 2,817 images, Dslr (D) 498 images, and Webcam (W) with 795 images,
containing 6 transfer tasks.

Office-Home [2] is a more difficult benchmark that consists of images from
four domains: Art (Ar), Clipart (Cl), Product (Pr), and Real -world (Rw), totally
around 15,500 images from 65 different categories. All 12 transfer tasks are
selected for evaluation.

VisDA-C [3] is a large-scale benchmark that contains the images from 12
categories of two very distinct domains: synthetic domain and real-world domain.
The synthetic domain contains 152,397 images and the latter contains 55,388
images, and we focus on the synthetic-to-real transfer task.

DomainNet [4] is the largest and hardest benchmark for UDA by far. It
contains approximately 0.6 million images with 345 categories and 6 domains:
Clipart (Clp), Infograph (Inf), Painting (Pnt), Quickdraw (Qdr), Real (Rel),
and Sketch (Skt). Here we focus on the tasks between Clp, Pnt, Rel, and Skt,
following the settings in [5], which contains 12 relatively challenging transfer
tasks.

A.3 Algorithm

We provide the algorithm pseudocode for LeCo in PyTorch style, as shown
in Alg.1. Most UDA methods can be considered as the baseline in our algo-
rithm. We release our codebase using in our experiments, the details are clear in
README.md in it.
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Algorithm 1 LeCo PyTorch pseudocode.

1: Input: Source and Target data sets Ds and Dt
2: Init: parameters θ = {θψ, θf}, batch size: B, tradeoff parameter: λ, warm-up iter-

ations k, total iterations N .
3: for i← 1 to N do
4: Xt

w = weak aug(Xt) # a mini-batch weak views
5: Xt

str = strong aug(Xt) # a mini-batch strong views
6: baselines:
7: Compute classification loss Ls
8: Compute baseline loss Ldom/Lreg
9: LeCo:

10: Ŷ tw = f(ψ(Xt
w)) # classification response (B, K)

11: Ŷ tstr = f(ψ(Xt
str)) # classification response (B, K)

12: Update model parameters:
13: if i < k then
14: min

θ
Ls + Ldom/Lreg # warm-up

15: else
16: Compute Instance Class Confusion vector I
17: τ = I.mean() # I: (B, 1)
18: I = (I < τ).detach() # no gradient to I
19: L2 dis = ((Ŷ tw − Ŷ tstr)∗∗2).mean(dim=1)
20: Lleco =(L2 dis.view(-1, 1)∗I.view(-1, 1)).sum()
21: min

θ
Ls + Ldom/Lreg + λLleco

22: end if
23: end for
24: Output: θ


