
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

CVPR
#3387

CVPR
#3387

CVPR 2021 Submission #3387. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

SuperMix: Supplementary Material

Anonymous CVPR submission

Paper ID 3387

1. Distillation Setup

For the sake of consistency with the previous works, ma-
jor parts of the experimental setup are taken from the bench-
mark implementations of CRD [10]1.

1.1. Implementation Details for CIFAR-100

We train all models using Stochastic Gradient Descent
(SGD) with the initial learning rate of 0.1, momentum of
0.9, weight decay of 5e−4, batch size of 128, and the learn-
ing rate decay factor 0.1 at epochs 200, 300, 400, and 500.
The total number of epochs is set to 600. The parameters
for SuperMix are set as follows: σ = 1, spatial size of the
masks equal to 8× 8, λs = 25, and α = 3. The size of the
Gaussian kernel in SuperMix is set to 5σ. All the results for
the baseline distillation approaches are reported from CRD
[10]. The parameters for LKD are selected according to
the best performance reported in [10] as λKD = 0.9, and
τ = 4.

1.2. Network Architectures for CIFAR-100

The network architectures for the distillation experi-
ments on CIFAR-100 are exactly the same as the benchmark
models implemented in CRD [10]. We briefly describe the
network architectures and denote their total number of pa-
rameters (TNP) in the following. For more details, please
refer to our code or the code provided by Tian et al. [10].
WRN-[a]-[b]: Wide Residual Network [11] with depth
a and width factor b. Convolutional layers do not have
bias weights. TNP: WRN-40-2 = 2255156, WRN-40-1 =
569780, WRN-16-2 = 703284.
ResNet[a]: Residual Network [4] adapted for CIFAR
dataset with 3 basic blocks, each with 16, 32, 64 chan-
nels and total number of a layers. Only ResNet50 uses
buttleneck blocks. TNP: ResNet110 = 1736564, ResNet56
= 861620, ResNet32 = 472756, ResNet20 = 278324,
ResNet50 = 23705252.
ResNet[a]x4: Four times wider Residual Network [4]
adopted for CIFAR dataset with 3 basic blocks, each with

1http://github.com/HobbitLong/RepDistiller

64, 128, 256 channels and total number of a layers. TNP:
ResNet32x4 = 7433860, ResNet8x4 = 1233540.
VGG[a]: VGG [9] adapted from the original ImageNet
model with 5 convolutional blocks and a-3 convolutional
layers. TNP: VGG13 = 9462180, VGG8 = 3965028.
MobileNetV2: The original MobileNetV2 [8] with the
width factor of 0.5. TNP: 812836.
ShuffleNetV1 & ShuffleNetV2: The original ShuffleNets
[12, 7] adapted for the CIFAR-100 dataset. TNP: Shuf-
fleNetV1 = 949258, ShuffleNetV2 = 1355528.

1.3. Implementation Details for ImageNet

Models are trained using the standard practice provided
by PyTorch for training on ImageNet. Stochastic Gradi-
ent Descent (SGD) is used with the initial learning rate of
0.025, momentum of 0.9, weight decay of 1e − 4, batch
size of 256, and the learning rate decay factor 0.1 every
30 epochs. The total number of epochs is set to 100. The
parameters for SuperMix are set as follows: σ = 2, spa-
tial size of the masks equal to 16 × 16, λs = 25, α = 3.
The size of the Gaussian kernel in SuperMix is set to 5σ.
All the results for the baseline distillation approaches are
reported from CRD [10]. The parameters for LKD are se-
lected according to the best performance reported in [10] as
λKD = 0.9, and τ = 4. ResNet34 and ResNet18 are the
benchmark implementation of deep residual Networks [4]
provided by PyTorch with the total number of parameters
of 21797672, and 11689512, respectively.

2. Object Classification Setup
The augmentation performance of SuperMix is com-

pared to AutoAugment (AA) [1], Fast AutoAugment (FAA)
[6], Population based Augmentation (PBA) [5], and Ran-
dAugment [2]. Network architectures for both CIFAR-100
and ImageNet are the same models provided in the offi-
cial repository of FAA2. The results for the baselines are
also reported directly from FAA. The training setup for both
datasets is exactly the same as the distillation setup in Sec-

2The official code is available at: https://github.com/kakaobrain/fast-
autoaugment
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tion 1 of the supplementary. It may be noted that the im-
plementation of Wide ResNet [11] for this part is slightly
different than the implementation for the distillation task
in [10]. Specifically, convolutional layers in this part have
bias weights. Therefore, the total number of parameters is
greater than the same architecture detailed in the previous
section. We notified this in the paper by referring to WRN-
40-2a and WRN-40-2b for the classification and distillation
tasks, respectively. In the following, we briefly describe the
network architectures. For more information, please refer
to the code.
WRN-[a]-[b]: Wide Residual Network discussed in Sec-
tion 1.2 with convolutional layers that have bias weights.
TNP: WRN-40-2 = 2258084, WRN-28-10 = 36546980.
SS-([a] 2×[b]d): Shake-shake model [3] with the depth of
a and base channels b . TNP: SS-(26 2× 96d)=26366404.
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