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1. Comparison of the computation time

Optimizing the transformation matrix in Eq. (11) re-
quires QR decomposition, which takes extra time. We com-
pare the computation time of HGNN [ 1] and the proposed
H2H-GCN. The results are presented in Table. 1. For a fair
comparison, we set the same parameters for both methods,
such as the number of graph convolutional layers, the em-
bedding dimension, and the number of centroids. We calcu-
lated the time required for each epoch on the D&D, PRO-
TEINS, and ENZYMES datasets. The relative time increment
increases with the increase of embedding dimension. Over-
all, the extra time is acceptable

D&D PROTEINS ENZYMES

layers 2 2 2
dim. 32 128 64
centroids 300 300 40
HGNN [1] (s/epoch) 58.8 21.5 12.2
H2H-GCN (s/epoch) 71.2 34.8 15.3
TIME INC (%) +21.1% +61.7% +25.4%

Table 1. Comparison of the computation time.
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