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A. Dimension of the Embedding Space

In Table A1, we report the results of our hybrid GZSL with contrastive embedding (CE-GZSL) with respect to different
dimensions of the embedding h. On each of the datasets, as the dimension of the embedding h grows, the performance of our
CE-GZSL improves significantly. However, a high dimensional embedding space will inevitably increase the computational
burden. Thus, in our experiments, we set the dimension of the embedding & to 2,048 in order to achieve a trade-off between
performance and computational cost.

Table Al: Our CE-GZSL results with respect to different dimensions of the embedding h. U and S are the Top-1 accuracies
tested on unseen classes and seen classes, respectively, in GZSL. H is the harmonic mean of U and S.

Dimension AWAL1 AWA?2 CUB FLO SUN

‘wenl'y s H|U S H|U S H|U S H|U S H
256 529 539 533|566 718 633|625 515 620|630 472 539|467 289 357
512 650 557 600|607 754 673|622 661 641 |68.1 580 626|501 336 402
1,024 657 651 654|619 779 690|622 665 643|632 780 69.8 |487 367 41.9
2,048 649 739 69.0 | 63.1 78.6 70.0 | 639 668 653 |69.0 787 735|488 386 431
4,096 629 764 69.0 | 660 745 70.0 | 630 67.6 652|685 80.3 739|456 39.0 42.1

B. Results on aPY

We further evaluate our CE-GZSL on Attribute Pascal and Yahoo (aPY) [1], which contain 15,339 images from 32 cate-
gories and each category is annotated by 64 attributes. We only find four methods that report their GZSL results on aPY and
we compare our method with them. The results are shown in Table A2. Our method can achieve the second-best U and H
on aPY.

Table A2: We compare our CE-GZSL with the state-of-the-art method on aPY. U and S are the Top-1 accuracies tested on
unseen classes and seen classes, respectively, in GZSL. H is the harmonic mean of U and S.

aPY
Method U g H
TCN [2] 24.1 64.0 35.1
Lietal. [4] 26.5 74.0 39.0
LisGAN [3] 343 682 457
1ZF [5] 42.3 60.5 49.8

Our CE-GZSL | 355 654 46.0
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References

(1]
(2]

(3]

(4]

(5]

Ali Farhadi, Ian Endres, Derek Hoiem, and David Forsyth. Describing objects by their attributes. In CVPR, 2009. 1

Huajie Jiang, Ruiping Wang, Shiguang Shan, and Xilin Chen. Transferable contrastive network for generalized zero-shot learning. In
ICCV,2019. 1

Jingjing Li, Mengmeng Jing, Ke Lu, Zhengming Ding, Lei Zhu, and Zi Huang. Leveraging the invariant side of generative zero-shot
learning. In CVPR, 2019. 1

Kai Li, Martin Renqiang Min, and Yun Fu. Rethinking zero-shot learning: A conditional visual classification perspective. In ICCV,
2019. 1

Yuming Shen, Jie Qin, Lei Huang, Fan Zhu, and Lin Shao. Invertible zero-shot recognition flows. In ECCV, 2020. 1



