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1. Experiment
1.1. Datasets

CIFAR-FS. CIFAR-FS [5] is a few-shot learning dataset
including 64 train classes, 16 validation classes and 20 test
classes of images. It originates from the split of CIFAR-100
dataset [4].

1.2. Few-shot Learning

1.2.1 miniImageNet

Comparisons with few-shot learning baselines which ex-
ploit attention are provided in Table 1. Some visualization
examples of attention map are shown in Fig. 1.

1.2.2 CIFAR-FS

The few-shot classification results on CIFAR-FS are shown
in Table 2. We apply RAP on the baseline, MetaOptNet-
SVM [5]. From the table, RAP model surpasses the corre-
sponding baseline model with a healthy margin.

1.3. Analysis

1.3.1 Validation Set

In our work, `train equals to rT (if α=1) on the training
set while `rein is built by {r1, r2, ..., rT } on the validation
set. Therefore, we claim that our policy network is jointly
trained on training and validation data. If `rein uses training
data as `train does, the reuse of training data has limited
potential in boosting performance. Thus, we make RAP
receive feedback from validation set when building `rein.
We accordingly include Table 3 to support this statement.

Comparisons between RAP models and baseline mod-
els on miniImageNet/CUB-200-2011 dataset are provided
in Table 4. As reported in Table 4, even under the same data
settings, RAP models still beat baseline models.
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1.3.2 Recurrent Process

The proposed RAP models with different time step T are
evaluated and results are shown in Table 5. In this experi-
ment, we test 2-step model, 5-step model and 8-step model
on miniImageNet/CUB-200-2011 dataset.

1.3.3 Model Complexity

Table 6 compares the model complexity and memory foot-
print against baselines in the case of 5-way 1-shot classi-
fication on CUB-200-2011. It can be seen from the table
that RAP requires more compute, but the inference time is
not drastically different from that of other models. Though
RAP has a higher complexity, the performance gain almost
justifies the additional cost.

1.3.4 Reinforcement Learning Stability

In our work, we have made use of a supervision signal in
designing the reward. This in turn improves the stability
significantly. In practice, the RAP model can successfully
converge despite small fluctuations and such characteristics
can be observed in Fig. 4 of the paper. Our experiments
show that RAP is not sensitive to varying random seeds. As
an indicator, we re-trained RAP-ProtoNet in 5-way 1-shot
classification on CUB-200-2011 with 10 different random
seeds and obtained mean accuracy 55.94%/75.22% with a
standard deviation of 0.83/0.47 (Conv-4/ResNet-10).

1.3.5 Image Variance and Conv Block

Policy gradient methods are known to be sensitive to high
variance among training samples (a, s, r). We expect, one
of states, sI = Io can be better observed via attending its
more low-level information. Hence, we separately use a
shallower and narrower conv block to process Io (see Fig.
3 of the paper). Table 7 shows that without conv block, the
performance degrades.



Figure 1. Visualization examples of attention action. These examples are provided from the inference on miniImageNet using ResNet-10
backbone under 5-way 1-shot setting.

5-way Acc.
Model Backbone 1-shot 5-shot

MatchingNet [8] Conv-6 50.47±0.86 63.19±0.70
RAP-MAML Conv-6 52.57±0.61 66.96±0.52

RAP-ProtoNet Conv-6 51.72±0.72 69.18±0.45
MatchingNet [8] ResNet-10 54.49±0.81 68.82±0.65

Attention Attractor [6] ResNet-10 54.95±0.30 63.04±0.30
RAP-MAML ResNet-10 56.13±0.62 68.74±0.54

RAP-ProtoNet ResNet-10 53.64±0.60 74.54±0.45
RAP-LaplacianShot ResNet-10 71.34±0.19 81.98±0.14

STANet [9] ResNet-12 58.35±0.57 71.07±0.39
Cross-Attention [3] ResNet-12 67.19±0.55 80.64±0.35

RAP-LaplacianShot ResNet-12 74.29±0.20 84.51±0.13

Table 1. Comparison with attention based solutions in few-shot
learning on miniImageNet. We compare the other attention mod-
ules under the same backbone networks. The results of Match-
ingNet can be checked in [1].

5-way Acc.
Model Backbone 1-shot 5-shot

ProtoNet [7] ResNet-12 72.2±0.7 83.5±0.5
MetaOptNet-RR [5] ResNet-12 72.6±0.7 84.3±0.5

MetaOptNet-SVM [5] ResNet-12* 70.99±0.72 84.36±0.48
RAP-MetaOptNet-SVM ResNet-12 73.00±0.71 85.46±0.47

Table 2. Few-shot classification on CIFAR-FS dataset. “*” indi-
cates the result obtained from self-implemented networks.

5-way 1-shot Classification on CUB-200-2011
Model Backbone On train set On val set

ProtoNet Conv-4 50.46±0.88 51.61±0.65
ResNet-10 73.22±0.92 74.48±0.65

Conv-4 53.93±0.64 56.71±0.66RAP-ProtoNet ResNet-10 74.11±0.60 75.17±0.63

Table 3. The results of RAP-ProtoNet with the loss `rein based on
the train set or the val set.
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miniImageNet CUB-200-2011
5-way Acc. 5-way Acc.

Model Backbone 1-shot 5-shot 1-shot 5-shot

MAML [2] Conv-4* 46.90±0.61 61.43±0.50 57.55±0.67 75.61±0.49
Conv-6* 47.23±0.59 63.92±0.48 65.07±0.72 79.89±0.48
Conv-4 50.07±0.61 63.26±0.52 61.49±0.70 77.15±0.50RAP-MAML Conv-6 52.57±0.61 66.96±0.52 69.95±0.68 81.48±0.44

ProtoNet [7] Conv-4* 44.38±0.55 64.72±0.48 51.61±0.65 75.29±0.48
Conv-6* 50.96±0.56 67.38±0.47 64.72±0.72 81.35±0.43
Conv-4 48.51±0.57 65.32±0.48 56.71±0.66 78.70±0.44RAP-ProtoNet Conv-6 51.72±0.72 69.18±0.45 67.79±0.66 83.78±0.41

Table 4. Comparisons on miniImageNet/CUB-200-2011 dataset. In this study, baseline models are trained on both the train set and
validation set. “*” indicates the result obtained from self-implemented networks.

miniImageNet CUB-200-2011
5-way Acc. 5-way Acc.

Model T Backbone 1-shot 5-shot 1-shot 5-shot
2 49.05±0.62 (↑ 2.15) 62.92±0.50 (↑ 1.49) 60.15±0.71 (↑ 2.60) 75.76±0.50 (↑ 0.15)
5 50.07±0.61 (↑ 3.17) 63.26±0.52 (↑ 1.83) 61.49±0.70 (↑ 3.94) 77.15±0.50 (↑ 1.54)
8

Conv-4
49.64±0.61 (↑ 2.74) 62.60±0.50 (↑ 1.17) 63.16±0.70 (↑ 5.61) 77.36±0.48 (↑ 1.75)

2 51.72±0.62 (↑ 4.49) 66.77±0.50 (↑ 2.85) 68.33±0.70 (↑ 3.26) 80.43±0.45 (↑ 0.54)
5 52.57±0.61 (↑ 5.34) 66.96±0.52 (↑ 3.04) 69.95±0.68 (↑ 4.88) 81.48±0.44 (↑ 1.59)

RAP-MAML

8
Conv-6

52.39±0.61 (↑ 5.16) 67.38±0.49 (↑ 3.46) 69.54±0.69 (↑ 4.47) 81.63±0.43 (↑ 1.74)
2 47.41±0.57 (↑ 3.03) 64.81±0.48 (↑ 0.09) 54.01±0.65 (↑ 2.40) 78.12±0.45 (↑ 2.83)
5 48.51±0.57 (↑ 4.13) 65.32±0.48 (↑ 0.60) 56.71±0.66 (↑ 5.10) 78.70±0.44 (↑ 3.41)
8

Conv-4
48.48±0.54 (↑ 4.10) 64.89±0.50 (↑ 0.17) 54.83±0.66 (↑ 3.22) 78.69±0.47 (↑ 3.40)

2 50.85±0.59 (↓ 0.11) 68.16±0.47 (↑ 0.78) 66.27±0.68 (↑ 1.55) 82.58±0.42 (↑ 1.23)
5 51.72±0.72 (↑ 0.76) 69.18±0.45 (↑ 1.80) 67.79±0.66 (↑ 3.07) 83.78±0.41 (↑ 2.43)

RAP-ProtoNet

8
Conv-6

50.22±0.56 (↓ 0.74) 68.68±0.48 (↑ 1.30) 67.04±0.65 (↑ 2.32) 83.42±0.41 (↑ 2.07)

Table 5. Comparisons of RAP models with different time step T on miniImageNet/CUB-200-2011 datasets. ”↑” indicates the improvement
from RAP model over the baseline network (see Table 4).

5-way 1-shot Classification on CUB-200-2011

Model Backbone Params
Training epochs

(100 batches per epoch)
Training time

(per batch)
Inference

time GFLOPs

ProtoNet
Conv-4

0.11M 800 0.47s 0.43s 0.2
SENet-ProtoNet 0.12M 800 0.51s 0.42s 0.2
CBAM-ProtoNet 0.12M 800 0.50s 0.44s 0.2
RAP-ProtoNet Conv-4 0.16M 800 0.68s 0.46s 1.2

Table 6. Model complexity of different attention models with Conv-4 backbone.

5-way 1-shot Classification on CUB-200-2011
Model Backbone Params Dimension of lt Acc.
RAP-ProtoNet w/o conv ResNet-10 21.1M 512 73.69±0.65
RAP-ProtoNet share conv with backbone 21.7M 768 74.51±0.62
RAP-ProtoNet ResNet-10 21.3M 544 75.17±0.63

Table 7. The results of diverse image feature extraction modes of RAP-ProtoNet.


