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1. Algorithm Listing
The training procedure is listed in Algorithm 1. Note that

there is one listing for all three objectives used. Different
branches, depending on the chosen objective o, determine
the actual implementation for that particular objective.
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Result: Filter parameters θF
Input: Objective o ∈ {MS-SSIM,Semantic,GAN};

Pretrained surrogate gR(·; θC), gD(·; θC)
from [9]; Target filter hR, hD; Pretrained
ResNet(·); weights γGAN, γVGG, γMSE

Initialize filter fF (·; θF )
Copy weights for rate estimation from gR to fF
if o = GAN then

Initialize GAN’s discriminator yGAN(·; θGAN)
end
for Iteration 0 < i < N do

Ii ← Input image i
Îi ← fF (Ii; θF ) # Filter the image
r̂i ← gR(Îi; θC) # Differentiable rate
if o = Semantic then

Îi,dec ← hD(Îi; θC)
else

Îi,dec ← gD(Îi; θC)
end
if o = GAN then

ŷ ← yGAN(Îi,dec; θGAN)
if i mod 2 = 0 then

# Update the Filter (GAN)
LMSE ← ‖Îi,dec − Ii‖2
LVGG ←∑L

l=1 E[|fVGG,l(Îi,dec)− fVGG,l(Ii)|]
LGAN ← E

[
(1− ŷ)2

]
LFilter ← γGANLGAN + γVGGLVGG +
γMSELMSE + r̂i

θF ← Adam
(
∂LFilter
∂θF

)
else

# Update Discriminator
y ← yGAN(Ii; θGAN)
LDiscriminator ← E

[
ŷ2
]
+ E

[
(1− y)2

]
θGAN ← Adam

(
∂LDiscriminator
∂θGAN

)
end

else
if o = Semantic then

li ← Label i # Ground truth
l̂i ← ResNet(Îi,dec) # Prediction
LFilter ← λTCrossEnt(li, l̂i) + r̂i

else
LFilter ← λTMSSSIM(Ii, Îi,dec) + r̂i

end
θF ← Adam

(
∂LFilter
∂θF

)
end

end
Algorithm 1: Filter training procedure.
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