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Method feature test-dev test-std
BUTD [1] R 65.32 65.67
grid-feat [6] G 66.47 -
ViLBERT [9] R 70.55 70.92
VL-BERT [10] R 71.16 -
Pixel-BERT [4] G 71.35 71.42
LXMERT [11] R 72.42 72.54
UNITER [1] R 72.70 72.91
Oscar [8] R 73.16 73.44
CLIPBERT 1×1 G 69.08 69.43

Table 1: Comparison with state-of-the-art methods on VQA.
G stands for grid features, R stands for region features.

1. Additional Experiments
Visual Question Answering. As CLIPBERT is designed
based on 2D CNN, and is pre-trained on image-text cor-
pus, it is also directly applicable to image-text downstream
tasks, such as image-based question answering. We show
CLIPBERT’s performance on VQA 2.0 dataset [3] in Ta-
ble 1. The model is finetuned from the image-text pre-
trained weights on 8GPUs for 13 epochs, with batch size
32 and learning rate 5e-5. CLIPBERT shows a reasonable
performance compared to the strong pre-training baselines.
Note that CLIPBERT uses grid features [6, 4] instead of the
commonly used region features, which is much more com-
putation efficient, e.g., extracting grid features is around
80× faster than extracting region features according to the
computation time reported in [6].

2. Downstream Task Adaptation
Our CLIPBERT is quite generic, once trained, it can

be easily adopted and transferred for various downstream
tasks. In particular, in this work, we focus on text-to-video
retrieval and video question answering.
Text-to-video Retrieval. We use a two-layer MLP with the
last layer [CLS] token hidden state for a two way (i.e.,
matched or not matched) classification for retrieval. We use

* Equal contribution.

Dataset #Epochs Bsz ×Grad-Accu ×#GPUs LR
MSRVTT 20 16×1×8 5e-5
DiDeMo 20 8×4×8 5e-5
ActivityNet Captions 80 16×2×8 5e-5

Table 2: Training details for text-to-video retrieval tasks. Bsz
is short for batch size. Grad-Accu stands for gradient accumula-
tion steps. LR means initial learning rate.

LogSumExp loss for training. Denote the two-way classifi-
cation logit output for clip τi from the video associated with
the j-th example as g(j)

τi ∈ R2, where i = 1, . . . , Ntrain for
training (i = 1, . . . , Ntest for inference; see Section 3 of the
main paper). The LogSumExp prediction p(j) ∈ R2 is de-
fined as:

p(j) =

∑Ntrain
i=1 eg

(j)
τi

sum(
∑Ntrain
i=1 eg

(j)
τi )

. (1)

We then use a negative log likelihood loss for training:

L = − 1

|D|

|D|∑
j=1

logp(j)[yj ], (2)

where D is the dataset, yj is the index of the ground-truth
answer for the j-th example.

We conduct experiments on three popular text-to-video
retrieval datasets, MSRVTT [13], DiDeMo [2], and Activ-
ityNet Captions [7]. Table 2 shows the training details for
models on each of the datasets.
Video Question Answering. Similar to text-to-video re-
trieval task, we take the last layer [CLS] token hidden state
through a two-layer MLP for classification. We use Log-
SumExp to aggregate prediction from multiple clips to cal-
culate loss. The formulation of LogSumExp loss is simlar
to Equation 1 except that the dimension of gτi equals to the
number of answer candidates.

We conduct experiments on three video QA datasets,
TGIF-QA [5], MSRVTT-QA [12], and MSRVTT MC
Test [14]. For TGIF-QA, we evaluate three sub-tasks,



Dataset #Epochs Bsz×Grad-Accu ×#GPUs LR
TGIF-QA Action 55 32×1×8 1e-4
TGIF-QA Transition 15 32×1×8 1e-4
TGIF-QA FrameQA 15 32×1×8 1e-4
MSRVTT-QA 10 16×1×4 5e-5

Table 3: Training details for video question answering tasks.
Bsz is short for batch size. Grad-Accu stands for gradient accu-
mulation steps. LR means initial learning rate.

i.e., Action, Transition, and FrameQA. We train a sepa-
rate model for each of the evaluated TGIF-QA tasks. For
MSRVTT MC Test, as it uses the same training set as
the MSRVTT retrieval task, we directly use the trained re-
trieval model to rank the five candidate answers. Table 2
shows the training details for models on TGIF-QA tasks and
MSRVTT-QA.
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