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Figure 1: The pipeline of the proposed PAT consist of a pixel context based transformer encoder and a part prototype based
transformer decoder. Here, “self-attention” denotes the self-attention layer, “cross-attention” denotes the cross-attention

layer, and “FFN” denotes the feed forward network.

In the supplementary material, we first introduce the
details about the multi-head attention mechanism and the
feed-forward network. Then, we present the hyperparame-
ters on the six datasets respectively, and then show more vi-
sualization results. Finally, we give some discussions about
the difference between our method and three relevant holis-
tic Re-ID methods.

1. Model Architecture

The overall architecture of the proposed model is shown
in Figure 1, which consists of a pixel context based trans-
former encoder and a part prototype based transformer de-
coder. The detailed architecture of the self-attention layer
is shown in Figure 2 (a). Since our model is based on
the Transformer architecture [4, 2], in this section, we give
more details about the multi-head attention mechanism and
the feed-forward network.

1.1. Multi-head Attention Mechanism

In the paper, we introduce the main process of the at-
tention mechanism. Here, we introduce the implementa-
tion of the multi-head attention mechanism. For example,
in our pixel based transformer encoder, the output of the
self-attention mechanism is defined as a weighted sum over
all values according to the attention weights:

hw
f;att :Att (QZ,K7V) = Zsi,jVj, (1)
j=1
We rewrite Eq.(1) for the head n as:
) hw
= At (Qin K, Vi) =Y s Vi, ()
j=1

where n € 1,2,..., H and H is the number of heads. We
set H as 8 in all our experiments. The multi-head attention
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Figure 2: (a) The detailed architecture of the self-attention
layer in the pipeline of the proposed PAT. (b) The detailed
architecture of the feed-forward network in the pipeline of
the proposed PAT.

is the concatenation of H single attention heads followed by
a projection. And residual connections and layer normaliza-
tion are also applied as the Transformer architecture [4, 2].
Formally,
Fatt fatt fatt Fatt \\x70
J* = concat( i1 S Z“H)W , 3
fot* = LayerNorm(f; + fo*),
where WO ¢ RH4vxd apnd LayerNorm is the layer nor-
malization [1]. The multi-head attention mechanism in the
part prototype based transformer decoder is similar to the
process described above. Notice that the visualized part-
aware masks in our paper are the average of masks from all
attention heads of the cross-attention layer.

1.2. Feed-Forward Network

The feed forward network is a simple neural network
composed of two fully connected layers with ReLLU acti-
vations. Formally, given 2 € R!=*4 as the input:

FFN = ReLU (W7 + b1) W2 + ba, 4)

where W, € RdXd, W, € RdXd, b, € Rle, by € R1xd,
Besides, a residual connection followed by a layer normal-
ization is also applied. The detailed architecture of the feed-
forward network is shown in Figure 2 (b).

2. Hyperparameters and More Results

In this section, we present the hyperparameters used for
each dataset and give more visualization results to analyze
the effectiveness our method.

2.1. On Two Occluded Datasets

* The margin for the triplet loss « is set to 0.3.

* The number of part prototype K is set to 14.

¢ The loss coefficient A\ of the classification loss is set
to 0.3.

* The loss coefficient \y,; of the triplet loss is set to 1.

¢ The loss coefficient Ay, of the diversity loss is set to
1.

2.2. On Two Partial Datasets
* The margin for the triplet loss « is set to 0.3.
* The number of part prototype K is set to 14.

¢ The loss coefficient A\ of the classification loss is set
to 0.3.

¢ The loss coefficient \;,.; of the triplet loss is set to 1.

* The loss coefficient Ay, of the diversity loss is set to
1.

2.3. On Market-1501 Dataset
¢ The margin for the triplet loss « is set to 0.3.
* The number of part prototype K is set to 6.

¢ The loss coefficient .5 of the classification loss is set
to 1.

* The loss coefficient \y,; of the triplet loss is set to 1.

¢ The loss coefficient Ay, of the diversity loss is set to
1.

2.4. On Duke-MTMC Dataset

* The margin for the triplet loss « is set to 0.3.
* The number of part prototype K is set to 14.

¢ The loss coefficient A\ of the classification loss is set
to 1.

* The loss coefficient \y,.; of the triplet loss is set to 1.

* The loss coefficient Ay, of the diversity loss is set to
1.

2.5. More Visualization Results

In order to better understand the effectiveness of our
method, we show more visualization results of discovered
parts in Figure 3. We choose part-aware masks obtained
from five part prototypes as the representative results. We
also show some failure cases of the proposed method, which
is shown in Figure 3 (b). In most cases, the part-aware
masks learned from our model can precisely focus on dis-
criminative human regions, which can be seen in Figure 3



(a). However, when the target person is seriously occluded
by obstacles or is occluded by another person, our model
tends to make mistakes and focus on all the pedestrians in
the image. Since there are no precise annotations for the
target person, our model cannot identify which one is our
target when the target person is occluded by another per-
son. To deal with this issue, it would be better to model the
human structure information. This is what we need to solve
in the future.

We also show some retrieval results of the proposed PAT
in Figure 4 and some failure retrieval results in Figure 5. We
can see that the proposed PAT can well overcome the oc-
clusion problem including part occlusions and human pose
variations. We can also observe the benefit of identifying
the personal belongings from Figure 4. However, when the
target person is occluded by another person in the gallery,
the proposed PAT tends to make mistakes, which is consis-
tent with our visualization results of part-aware masks in
Figure 3 (b).

3. Discussions

In this session, we show the difference among our PAT
model and three relevant holistic person Re-ID methods
including CAMA [5], ABD-Net [3] and ISP [6]. (1) In
CAMA [5], it adopts a multi-branch network to extract
different visual features, and it constrains the class activa-
tion maps (CAM) of different branches to make them focus
on different discriminative regions, while our model aims
to extract diverse human part features from the backbone
feature map with part-aware masks. To achieve this goal,
a part prototype based transformer decoder is designed to
“decode” part features in our model. Our main innovation
is to obtain part features with a transformer architecture,
while CAMA uses a multi-branch model to explore differ-
ent visual features. (2) In ABD-Net [3], it integrates chan-
nel and spatial attention modules and diversity regulariza-
tions throughout the entire network to learn discriminative
global features for the holistic Re-ID task. It aims to reduce
the feature correlations to encourage the learning of infor-
mative and diverse global features. Different from them,
we aim to discover diverse and discriminative part features
with the proposed part prototype, and we design two effec-
tive mechanism to learn these part prototypes in a weakly
supervised manner. Our main idea is to utilize part features
to enhance the representations of the pedestrian in the case
of occlusions. (3) In ISP [6], it does clustering on feature
maps to generate pseudo labels of human parts to super-
vise the part estimation. Compared with ISP, our model ex-
ploits a more elegant transformer encoder-decoder architec-
ture to obtain part features, while ISP utilizes a linear layer
as the classifier for part prediction. As shown in our experi-
ment results, our method with the ResNet-50 backbone can
achieve better performance on Occluded-Duke dataset than

ISP, which adopts HRNet-W32 as its backbone and con-
sumes much more time in training because of the clustering
process. These results demonstrate the effectiveness of our
transformer encoder-decoder architecture and two learning
mechanisms for occluded person Re-ID task.
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Figure 3: Visualization of the learned part-aware masks. (a) In most cases, the part-aware masks learned from our model can
precisely focus on discriminative human regions. (b) When the target person is seriously occluded by obstacles or is occluded
by another person, our model tends to make mistakes. This is what we need to solve in the future.
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Figure 4: The retrieval results of the proposed PAT, which indicates PAT can well overcome the occlusion problem. The
first image of each line is the query image. The green rectangles indicate correct retrieval results and red rectangles denote
false retrieval results. The numbers in the upper left corner of the image show the cosine distance between query and gallery
images and identity labels.
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Figure 5: Some failure retrieval results of the proposed PAT. When the target person is occluded by another person in the
gallery, the proposed PAT tends to make mistakes. The first image of each line is the query image. The green rectangles
indicate correct retrieval results and red rectangles denote false retrieval results. The numbers in the upper left corner of the
image show the cosine distance between query and gallery images and identity labels.
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