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Abstract

In this supplementary material, we provide our network
structure in detail, more samples we selected from the cam-
ouflage training dataset to the saliency training dataset,
and predictions of our network for the connection model-
ing dataset, e.g. PASCAL VOC 2007 dataset [1].

1. Network Structure

In our joint salient object detection and camouflaged ob-
ject detection pipeline, we introduced an uncertainty-aware
framework, which consists of a “Feature encoder”, a “Pre-
diction decoder”, a “Similarity measure module”, and a
“Confidence estimation module”.

The “Feature encoder” is based on ResNet50[4], which
includes a saliency encoder and a camouflage encoder. The
saliency encoder and the camouflage encoder have the same
network structure, and they output four groups of features:
Fas = {flsanSaf?fafAf} and Fac = {flcafgafg,ff} respec-
tively.

The input of the “Prediction decoder” is the output of the
“Feature encoder”, where COD and SOD share the same
decoder Gg, and [ is the parameter set of the prediction
decoder. The structure of the “Prediction decoder” is shown
in Fig. 1.

The “Similarity measure module” is used to model the
connection between SOD and COD. We utilize the PAS-
CAL VOC 2007 dataset [1] as a connection modeling
dataset. The input of “Similarity measure module” is the
encoded features of the PASCAL VOC 2007 dataset from
both SOD and COD encoders: F? = {fF, fF,, frs. f,
and F? = {fV, fL,, fls, f2,} respectively. It produces the
latent feature: fP = Sp(FL ,F% ), 0 is parameter set of
the “Similarity measure module”. We generate their latent
space feature separately through similarity measure and cal-
culate their cosine similarity. The structure of “Similarity
measure module” is shown in Fig. 2.
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Figure 1. The network of the “Prediction decoder”. Da is the dual
attention module [3], Ha is the holistic attention module[6], Re
is the residual channel attention module[8]. conwv is the 3 x 3
convolutional layer of output channel size C' = 32, and C;, map
the feature map to one channel prediction. Rs and R4 are the
ResNet50 backbone convolutional layers of channel size 1024 and
2048 respectively.

The “Confidence estimation module” is proposed to ex-
plicitly model the confidence of network predictions, which
takes model predictions (Gg(Fy,), Gg(Fu,)) (or ground
truth maps) as input, and produce pixel-wise confidence
map (D,{(Gg(FaS)), D,J;(GB(FQC))), where v is network
parameter set of the confidence estimation module. The net-
work structure is shown in Fig. 3.
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Figure 2. The network of the “Similarity measure module”.
f£,k = 1,...,4 are the feature from SOD encoder and COD en-
coder, the fully connected layer is to obtain the latent space, we set
the dimension of the latent space as K = 700.
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Figure 3. The network of the “Confidence estimation module”.

2. Data interaction

We find that the SOD task and COD task include some
overlap images, which are both salient and camouflaged.
We would like to argue that these easy camouflaged images
could be regarded as hard positive samples for the SOD
task. We then choose 400 images from the COD training
dataset [2], which achieves the smallest MAE by testing it
using a trained SOD model [7]. We replace them with ran-
domly selected samples from the SOD training dataset [5].
It is proved that these hard samples could provide robust-
ness for SOD model. We show some selected COD samples
in Fig. 4. The first and third lines are the selected images
from the COD training dataset[2], and the second and fourth
lines are the corresponding ground-truth.

Note that, although the easy samples from the COD
training dataset can be treated as hard samples for the SOD
training dataset, the opposite way cannot work. The main
reason is that most salient objects can appear in our sur-
roundings, while the habitats of the camouflaged objects

usually are far away from us, which makes the hard salient
samples not appropriate to serve as easy camouflage sam-
ples. Meanwhile, the hard saliency samples are those with
a complex background, while this attribute does not always
indicate the existence of the camouflaged objects.

3. Connection modeling dataset

In the “Similarity measure module”, we introduced the
PASCAL VOC 2007 dataset [1] to model the connection
between SOD and COD. We argue that it could lead to the
latent features different from each task and force the two
tasks to focus on different regions of the image. We further
show the detected regions of PASCAL VOC 2007 dataset
from SOD and COD tasks in Fig. 5
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Figure 4. Selected easy samples from the COD training dataset. We argue that these samples could be used as the hard samples for SOD
task, and make the SOD model more robust.
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Figure 5. The detected region from the camouflage encoder branch (first, fourth rows), the saliency encoder branch (second, fifth rows) and
the original RGB image from PASCAL VOC 2007 dataset [1] (third, sixth rows).



