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1. More Results of Unimodal Data
In the main text, we have reported the results of different

methods that take multimodal data as input. In this supple-
mentary file, we also report the unimodal performance of
different backbone networks (e.g., MCNN [5], SANet [1],
CSRNet [2] and BL [4]).

As shown in Table 1, when only taking RGB images as
input, these backbone networks perform poorly on the pro-
posed RGBT-CC benchmark, because they fail to recognize
people in poor illumination conditions, such as backlight
and night. The performance is greatly improved when us-
ing thermal images. Nevertheless, both the RGB results and
thermal results are worse than multimodal results. In par-
ticular, all backbone networks achieve the best performance
when capturing the RGB-thermal complementarities with
the proposed Information Aggregation-Distribution Module
(IADM). Moreover, we also perform unimodal experiments
on the ShanghaiTechRGBD dataset [3]. As shown in Table
2, the unimodal results of all backbone networks are con-
sistently worse than their multimodal results. These experi-
ments demonstrate the effectiveness of multimodal data for
crowd counting.

2. Representation Visualization
In this supplementary file, we also visualize and com-

pare the generated features before and after applying the

proposed IADM. Here we take BL [4] as the backbone net-
work. As shown in Fig. 1 and Fig. 2, after applying
IADM, both modality-specific and modality-shared repre-
sentations have been enhanced in various illumination con-
ditions. This demonstrates that our method can indeed cap-
ture the complementary information of multimodal data ef-
fectively to facilitate the task of crowd counting.
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Table 1. Performance of unimodal data and multimodal data on the RGBT-CC benchmark.
Backbone Input Feature Learning GAME(0) ↓ GAME(1) ↓ GAME(2) ↓ GAME(3) ↓ RMSE ↓

MCNN [5]

RGB - 36.83 43.12 49.85 58.60 71.16
T - 22.92 26.65 31.33 37.58 38.92

RGBT Early Fusion 21.89 25.70 30.22 37.19 37.44
IADM 19.77 23.80 28.58 35.11 30.34

SANet [1]

RGB - 35.97 41.45 46.75 54.89 70.52
T - 22.89 25.83 29.48 36.02 42.33

RGBT Early Fusion 21.99 24.76 28.52 34.25 41.60
IADM 18.18 21.84 26.27 32.95 33.72

CSRNet [2]

RGB - 33.94 40.76 47.31 57.20 69.59
T - 21.64 26.22 31.65 38.66 37.38

RGBT Early Fusion 20.40 23.58 28.03 35.51 35.26
IADM 17.94 21.44 26.17 33.33 30.91

BL [4]

RGB - 33.32 39.19 44.58 54.11 67.50
T - 19.93 23.31 27.32 34.64 34.08

RGBT Early Fusion 18.70 22.55 26.83 34.62 32.67
IADM 15.61 19.95 24.69 32.89 28.18

Table 2. Performance of unimodal data and multimodal data on the ShanghaiTechRGBD benchmark.

Backbone Input Feature Learning GAME(0) ↓ GAME(1) ↓ GAME(2) ↓ GAME(3) ↓ RMSE ↓

MCNN [5]

RGB - 10.76 13.81 19.02 25.15 14.66
D - 28.36 42.95 53.41 64.92 38.74

RGBD Early Fusion 11.12 14.53 18.68 24.49 16.49
IADM 9.61 11.89 15.44 20.69 14.52

BL [4]

RGB - 8.83 11.67 15.85 22.85 12.96
D - 26.19 30.04 34.58 41.56 37.23

RGBD Early Fusion 8.94 11.57 15.68 22.49 12.49
IADM 7.13 9.28 13.00 19.53 10.27

SANet [1]

RGB - 6.89 8.79 11.89 16.48 9.98
D - 25.62 30.68 37.03 44.31 35.94

RGBD Early Fusion 5.74 7.84 10.47 14.30 8.66
IADM 4.71 6.49 9.02 12.41 7.35

CSRNet [2]

RGB - 4.96 7.09 9.97 13.55 7.44
D - 28.53 55.46 67.99 76.41 39.06

RGBD Early Fusion 4.92 6.78 9.47 13.06 7.41
IADM 4.38 5.95 8.02 11.02 7.06

2



RGB Image 

Thermal Image

Shared Feature

RGB Image 

Thermal Image

Shared Feature

Before IADM After IADM After IADMBefore IADM

Figure 1. Visualization of the Conv3 3 features before and after IADM. The first row is the features of the input RGB images, while the
third row is the features of the input thermal images. The middle row shows the shared features. We can observe that all modality-specific
and modality-shared representations have been enhanced after the proposed IADM. (Best viewed in color.)
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Figure 2. Visualization of the Conv4 3 features before and after IADM. The first row is the features of the input RGB images, while the
third row is the features of the input thermal images. The middle row shows the shared features. We can observe that all modality-specific
and modality-shared representations have been enhanced after the proposed IADM. (Best viewed in color.)
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