CVPR
#10643

000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

CVPR 2021 Submission #10643. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Supplementary Materials: Exploring Complementary Strengths of Invariant
and Equivariant Representations for Few-Shot Learning

Anonymous CVPR 2021 submission

Paper ID 10643

1. Overview

In the supplementary materials we include the follow-
ing: additional details about the applied geometric transfor-
mations (Section 2), additional results with the transforma-
tions sampled from the complete space of affine transfor-
mations (Section 3), ablation study on the coefficient of in-
ductive loss (Section 4), ablation study on the temperature
of knowledge distillation (Section 5), effect of successive
self knowledge distillation (Section 6), and effect of enforc-
ing invariance and equivariance for supervised classification
(Section 7).

2. Geometric Transformations

For our geometric transformations, we sample from a
complete space of similarity transformation and use four ro-
tation transformations: {0°, 90°, 180°, 270°}, two scaling
transformations: {0.67, 1.0} and three aspect ratio transfor-
mations: {0.67, 1.0, 1.33}. Different combinations of these
transformations lead to different values of M (total number
of applied transformations). An ablation study on the value
of M is included in section 4.2 of the main paper. In Table
1 we include the complete description of different values of
M that we use in our experiments.

3. Additonal Resutls with Affine Transforma-
tions

We perform a set of experiments where the objective is to
sample geometric transformation from the complete space
of affine transformations. To this end, we quantize the affine
transformation space according to Table 2. This leads to
972 distinct geometric transformations. Since it’s not fea-
sible to apply all the 972 transformations on an input im-
age x to obtain the input tensor Xq;; = {Xo, X1, ..., X971}
we randomly sample 10 geometric transformations from
the set of 972 transformations. We apply these randomly
sampled 10 geometric transformations on an input image
x and generate the input tensor X,;;. The results of these
experiments are presented in Table 3. From Table 3 it’s

evident that training with either invariance or equivariance
improves over the baseline training for both 1 and 5 shot
tasks (2.5-3.7% improvement). Joint optimization for both
invariance and equivariance provides additional improve-
ment of ~ 1%. Even though the experiments with geo-
metric transformations sampled from the complete affine
transformation space do not improve over the training with
M = 16 (description of M = 16 is available in Table 1),
the experiments demonstrate consistent improvement when
both invariance and equivariance are enforced simultane-
ously. This provides additional support for our claim that
enforcing both invariance and equivariance is beneficial for
learning good general representations for solving challeng-
ing FSL tasks.

4. Ablation Study for Coefficient of Inductive
Loss

We conduct an ablation study to measure the effect of
different values of the coefficient of inductive loss (without
multi-head distillation) on the CIFAR-FS [ 1] validation set;
the results of 5-way 1-shot FSL tasks are presented in fig.
1. From fig.1 it is evident that the proposed method is fairly
robust to the different values of the coefficient of the induc-
tive loss. However, the best performance is obtained when
we set the loss coefficient to 1.0. Based on this ablation
study, we use a loss coefficient of 1.0 for the inductive loss
in all of our experiments.

5. Ablation Study for Knowledge Distillation
Temperature

To analyse the effect of knowledge distillation tempera-
ture (for Kullback Leibler (KL) divergence losses) we con-
duct an ablation study on the validation set of CIFAR-FS
[1] dataset. From fig. 2 we can observe that the proposed
method with multi-head distillation objective is not very
sensitive to the temperature coefficient of knowledge distil-
lation. The proposed method achieves similar performance
on the CIFAR-FS validation set when the value of distilla-
tion temperature is set to 4.0 and 5.0. Based on this ablation
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108 . 162
109 M Description 163
110 3 AR: {0.67, 1.0, 1.33} 164
11 4 ROT: {0°, 90°, 180°, 270°} 165
s 8 ROT: {0°,90°, 180°,270°} X S: {0.67, 1.0} .
s 12 AR: {0.67, 1.0, 1.33} X ROT: {0°, 90°, 180°, 270°} o
s 16 (AR: {0.67, 1.0, 1.33} X ROT: {0°, 90°, 180°, 2700}) U (ROT: {0°,90°, 180°, 270°} X S {0.67}) .
115 20 (AR: {0.67, 1.0, 1.33} X ROT: {0°, 90°, 180°, 2700}) U (ROT: {0°,90°, 180°, 270°} X S: {0.67} X AR: {0.67, 1.33}) 169
116 24 AR: {0.67, 1.0, 1.33} X ROT: {0°,90°, 180°, 270°} X S: {0.67, 1.0} 170
117 171
118 Table 1. Complete description of different values of M based on different combination of aspect ratio (AR), rotation (ROT), and scaling 172
119 (S) transformations. 173
120 174
121 - - 71 175
199 Transformation Quantized Values i 176
123 Rotation {OO, 90°, 180°, 2700} > 70 T 177
124 ;ransiat'{onx }—8;, gg, 82 & T . T 178
ranslationy —0.2, 0.0, 0. 3 ] |
122 Scale {0.67, 1.0, 1.33} E 69 ""><>< = 1;3
Aspect-Ratio {0.67, 1.0, 1.33} ° - - 1/
12 Shear {—20°,0°, 20°} 7 o8 181
128 N 182
129 Table 2. Quantization of the space of Affine transformations. g N 183
130 “eTT N T ped I el X B8 VA 184
131 N 185
132 Method 1-Shot 5-Shot 66 . : / . 186
133 Baseline Training 62.02 + 0.63  79.64 +0.44 1.0 20 3{<OD . 40 50 60 7.0 187
134 Ours with only Invar (affine) 65.55 + 0.81 82.17 + 0.52 emperature 188
135 OUTS.With or}ly Equi (affine) 65.70 £+ 0.79 82.47 + 0.53 Figure 2. Ablation study on CIFAR-FS validation set with dif- 189
136 Ours with Equi and Invar (affine) ~ 66.82 £ 0.79  82.96 + 0.53 ferent values of knowledge distillation temperature; the reported 190
137 Ours with Equi and Invar (M=16) 66.82 + 0.80 84.35 £ 0.51 score is average 5-way l-shot classification accuracy with 95% 191
confidence intervals.
138 Table 3. Average 5-way few-shot classification accuracy with 95% 192
139 confidence intervals on minilmageNet dataset; trained with dif- 193
140 ferent geometric transformations. 194
141 coefficient of knowledge distillation temperature to 4.0 in 195
142 69.5 all of our experiments. 196
143 69.0 —+ 197
144 . T 198
145 I - - T . e gerr e 199
146 g 68.0 soba 6. Effect of Successive Distillation 200
147 = 67.5 N <] 201
148 = ‘X \\ nelols 1 In all of our experiments, we use only one stage of multi- 202
7 67.01-1 /] |/ €0 p , y g
149 > 66.5 1-- /_ 777777 \ >°o°oc N ] | head knowledge distillation. To further investigate the effect 203
150 ‘;U pOOg 000 of knowledge distillation we perform multiple stages of self 204
151 w 66.07 / ””” \ )ooo% knowledge distillation on CIFAR-FS [1] dataset. The re- 205
152 65.57~ / \\ )OOO% sults are presented in fig. 3. Here, the 0" distillation stage 206
153 65.0 — - an - - is the base learner trained with only the supervised baseline 207
0.5 1.0 1.5 2.5 2.0 . . . .
154 Coefficient of Inductive Loss (W/O KD) loss (Lpaseline), equivariant loss (Leq), and invariant loss 208
:22 Figure 1. Ablation study on CIFAR-FS validation set with differ- ;ﬁsf) T‘?m fig. 3, fw ¢ zbsgrvezthat the p?gf.orﬁian.ce n ]fhe 203
ent coefficients of the inductive loss (W/O KD); the reported score task improves for the first Stages 0 ISt.] ation, atter 1
157 is average 5-way 1-shot classification accuracy with 95% confi- that the performance saturates. Besides, the improvement 211
158 dence intervals. from stage 1 to stage 2 is minimal (~ 0.1%). Therefore, to 212
159 make the proposed method more computationally efficient 213
160 we perform only one stage of distillation in all of our exper- 214
161 study and to be consistent with [4], we set the value of the iments. 215
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Figure 3. Evaluation of different knowledge distillation stages on

CIFAR-FS dataset; the reported score is average 5-way 1-shot
classification accuracy with 95% confidence intervals.

7. Invariance and Equivariance for Supervised
Classification

To demonstrate the effectiveness of complementary
strengths of invariant and equivariant representations we
conduct fully supervised classification experiments on
benchmark CIFAR-100 dataset [2]. For these experiments,
we use the standard Wide-Resnet-28-10 [6] architecture as
the backbone. For training, we use an SGD optimizer with
an initial learning rate of 0.1. We set the momentum to 0.9
and use a weight decay of 5e—4. For all the experiments,
the training is performed for 200 epochs where the learning
rate is decayed by a factor of 5 at epochs 60, 120, and 160.
We use a batch size of 128 for all the experiments as well
as a dropout rate of 0.3. The training augmentations include
standard data augmentations: random crop and random hor-
izontal flip. For enforcing invariance and equivariance, we
set the value of M to 12 for computational efficiency; de-
scription of M = 12 is available in Table 1. We do not
perform knowledge distillation for these experiments. The
results of these experiments are presented in Table 4.

From Table 4, we can notice that enforcing invariance
provides little improvement (0.2%) over the supervised
baseline. This is expected since the train and test data is
coming from the same distribution and same set of classes;
making the class boundaries compact (for seen classes)
doesn’t provide that much additional benefit. However, in
the case of FSL we observe that enforcing invariance over
baseline provides 2.62%, 2%, and 3.5% improvement for
minilmageNet [5], CIFAR-FS [1], and FC100 [3] datasets
respectively (section 4.2 of main text). On the other hand,
enforcing equivariance for supervised classification pro-
vides better improvement (1.8%) since it helps the model
to better learn the structure of data. Even though enforc-
ing equivariance provides noticeable improvement for su-
pervised classification, in the case of FSL we obtain a much

Method Error Rate (%)
Supervised Baseline 18.78
Ours with only Invariance 18.56
Ours with only Equivariance 16.95
Ours with Equi and Invar (W/O KD) 16.84

Table 4. Results with invariance and equivariance for supervised
classification on CIFAR-100 dataset.

bigger improvement of 4.07%, 4.87%, and 4.13% for mini-
ImageNet [5], CIFAR-FS [1], and FC100 [3] datasets re-
spectively (section 4.2 of main text). Finally, joint optimiza-
tion for both invariance and equivariance achieves the best
performance and provides minimal but consistent improve-
ment of 0.1% over enforcing only equivariance. However,
joint optimization provides a much larger improvement on
FSL tasks (see section 4.2 of the main text). From these
experiments, we conclude that, although enforcing both in-
variance and equivariance is beneficial for supervised clas-
sification, injecting these inductive biases is more crucial
for FSL tasks since the inductive inference for FSL tasks is
more challenging (inference on unseen/novel classes).
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