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In this supplemental material, we provide additional im-
plementation details of our framework as well as more de-
tails of the Eigen SfM Split. We show more qualitative and
quantitative results of full sequence odometry and depth es-
timation on the KITTI VO dataset. We also attach a video
of our depth results of the KITTI VO sequences. We im-
plement our framework on an autonomous driving car and
provide some qualitative results of the depth estimation in
open-world scenarios

1. Additional Implementation Details
1.1. Network and Hyper-parameter Selection

Our framework consists of two matching modules: an
optical flow module and a depth estimation module. We
select the current off-the-shelf state-of-the-art network,
DICL-Flow [10], as our optical flow module and the DP-
SNet [5] with our proposed scale-invariant modification as
our depth estimation module.

We use the SIFT keypoint locations to mask the opti-
cal flow before feeding into the RANSAC. For the sake of
completeness, we also provide the results of using differ-
ent keypoint detectors in Table 1, including SURF [1] and
FAST [8]. While all of them achieve state-of-the-art per-
formance in all three datasets, the SIFT keypoints have the
overall best performance.

For essential matrix estimation, we use 512 threads on
each GPU to compute essential matrix hypotheses. Each
GPU thread randomly selects 5 points from the masked
matching points and estimates an essential matrix hypoth-
esis using the 5-point algorithm [6]. We choose the hy-
pothesis with the most inliers using the RANSAC scheme.
We empirically set the RANSAC inlier error threshold 7 =
0.0001 and set a maximum iteration § = 20 for MVS,
Scenes11 and SUN3D datasets, and § = 5 for the KITTI
dataset.

* indicates equal contribution, listed in alphabetical order. Yiran is the
corresponding author. Work was partially done when Yiran was an intern
at NVIDIA, Redmond, WA.

Table 1. Various Keypoint Detection Methods for Optical Flow
Masking. We keep the predicted optical flow the same while using
the keypoint locations of FAST, SUREF, and SIFT to mask the flow
correspondences.

MVS Scenes11 Sun3D
Rot | Tran | Rot | Tran | Rot Tran
DeepSFM [11] | 2.824 | 9.881 | 0.403 | 5.828 | 1.704 | 13.107

Our-FAST 1.832 1 3.849 | 0.327 | 1.492 | 1.489 | 11.430

Our-SURF 1.744 | 3.643 | 0.372 | 1.501 | 1.587 | 12.226

Our-SIFT 2.417 | 3.878 | 0.276 | 2.041 | 1.391 | 10.757

Model

For the depth estimation module, we set the number of
matching candidates L = 96 for KITTI, MVS, Scenesl1,
and SUN3D datasets. We use a normalized minimum depth
dmin = 1.0 for the KITTI dataset and d,;, = 0.5 for MVS,
Scenes11, and SUN3D datasets.

1.2. Training

We implement our framework in PyTorch with Auto-
matic Mixed Precision'. For KITTI dataset, we use a crop
size of [256, 768] and a batch size of 32, and train the net-
work for 10 epochs. The initial learning rate is set to 0.0005
and dropped by half at 3 and 8 epochs. The total training
time is 40 hours on eight NVIDIA Tesla V100 GPUs. For
the MVS, Scenesl1 and SUN3D datasets, we leverage the
same training protocol as provided in [ ! I]. The crop size is
set to [256, 384] and the batch size is set to 64. We jointly
train our network on all three datasets for 10 epochs and
use the same initial learning rate of 0.0005 and drop by half
at the fifth epoch. The total training time for these three
datasets is 85 hours. Our data augmentation includes ran-
dom flipping, color jittering, resizing, and cropping.

1.3. Processing time

We provide the time cost of our method in Table 2 on a
NVIDIA V100 GPU. The depth estimator module occupies
more than over 71% of the total processing time. However,
we can easily swap the DPSNet [5] architecture to any other
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Reference Image
Figure 1. Point Cloud Comparison. Red: LiDAR; Yellow: Monodepth2 [4] with ground truth supervision; Blue: Ours. Our point clouds
are more aligned with the ground truth LiDAR points while the Monodepth2-sup often wrongly estimate depth for grass and trees.

Table 2. Timing of Pipeline Components. We provide the aver-
age processing time of each component on a pair of 1242 x 375
images.

Flow SIFT | RANSAC Depth Total
Time (s) 0.09 0.01 0.15 0.62 0.87

light-weighted plane sweep based MVS networks for faster
processing time.

2. More KITTI VO Results
2.1. Full Sequence Odometry

We compare our visual odometry results on the 9" and
10" sequences of KITTI VO dataset with the state-of-the-
art SfM methods in Table 3 using common visual odometry
evaluation criteria. We also adopt the metric absolute tra-
jectory error (ATE) on full sequence and relative pose error
(RPE) in meters and degrees. For all results, we align the
predicted trajectories to the ground truth via least square op-
timization [9]. Our approach performs better than all other
methods over these five metrics.

2.2. Depth Estimation

To compare the depth estimation results on KITTI VO
dataset, we use the state-of-the-art monocular depth estima-
tion network Monodepth2 [4] as our main competitor.

Monodepth2-sup [4] Ours

For a fair comparison, we re-train both our method and
the Monodepth2 [4] with ground truth depth supervision on
the first 9 sequences (Seq 00 to Seq 08) of the KITTI VO
dataset. We add a suffix “-sup” to Monodepth2 to denote
that the model is trained with ground truth depth. We re-
port their depth estimation accuracy on the 9" and 10% se-
quences. As shown in Table 4, our method reduces the error
rate of D1_all metric for more than 73%, comparing with
the Monodepth2-sup [4]. We provide a point cloud compar-
ison in Fig. 1, where our point clouds are more aligned with
the ground truth LiDAR points while the Monodepth2-sup
often wrongly estimate depth for grass and trees. We also
attach a video of our depth results on the Seq.09 and Seq.10
of the KITTI VO dataset. In the video, we convert the depth
maps to disparity maps for better visualization.

2.3. Challenging Case.

We add a qualitative example in Fig. 2 to support the
claim that compared with conventional algorithms, deep
learning can handle challenging cases better. The example
contains large textureless areas. The state-of-the-art classi-
cal SfM method COLMAP fails in these areas while ours
succeeds.



Table 3. Full Sequence Visual Odometry on KITTI VO. Note that our network is trained on synthetic datasets and compute camera
poses from only two consecutive frames while other methods are fine-tuned on the KITTI VO dataset and take multiple frames to estimate
the camera poses. The ATE here measures the root-mean-square error over a full sequence while the ATE in the Table 3 of main paper
evaluates over each five frames. Bold indicates the best.

Seq 09 Seq 10
Method ATE | RPE(m) | RPE(°) | ATE | RPE(m) | RPE(°)
SfMLearner [12] 24.31 0.099 0.140 20.87 0.120 0.154
SC-SfMLearner [2] 15.02 0.095 0.102 20.19 0.105 0.107
CCNet [7] 29.00 0.095 0.088 13.77 0.097 0.116
Ours 6.87 0.016 0.034 2.26 0.010 0.040

Table 4. Quantitative Results on KITTI VO dataset. The monodepth2-sup model was trained with ground truth depth maps.

Method Abs Err (m) | AbsRel [ SqRel | RMSE (m) [ RMSE;,, | Dl-all [ §<125 [ 6<1.25% [ §<1.25%
Monodepth2-sup [4] 1.7958 0.0935 | 0.4842 3.6140 0.1478 | 26.1221 | 0.8933 0.9751 0.9938
Ours 0.9294 0.0442 | 0.1618 2.2164 0.0789 7.0159 0.9766 0.9948 0.9981
Ours GT
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Figure 2. Challenging Case which contains large textureless ar-
eas, e.g.,, the carpet.

3. Additional Open World Qualitative Result

We implement our framework in an autonomous driving
car and test it in open world scenarios. As shown in Fig. 3,
our framework is able to recover visually convincing depth
maps, which demonstrates the generalization ability of our
framework.
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Figure 3. Depth Estimation on Open World Scenarios.

4. More Dataset Details
4.1. Eigen SfM Split

Eigen Split [3] is primarily designed for evaluating
monocular depth estimation, which does not take camera
motions and dynamic objects into account. For the SfM
task, the close to static camera motions and dynamic ob-
jects will lead to ill-posed situations. To better evaluate the
performance of SfM algorithms on Eigen Split, we build
the Eigen SfM Split that mostly satisfies two-view SfM as-
sumptions. Specifically, we first pair each frame with its

next frame then manually remove these pairs with small
relative translations (less than 0.5 meters) or contain large
dynamic objects’. We use the remaining 256 frames to con-
struct our Eigen SfM Split.
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