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1. Network Structure

1.1. Implementation details of SFR-ShuffleNetV2
and SFR-ShuffleNetV2+

In this section, we provide more details for building
SFR-ShuffleNetV2 and SFR-ShuffleNetV2+ based on Shuf-
fleNetV2 [11] and ShuffleNetV2+!, respectively. The gen-
eral network architecture of SFR-ShuffleNetV2 and SFR-
ShuffleNetV2+ are shown in Table | and Table 3. The Shuf-
fleNet Unit with stride 2 in Table 1 is implemented following
[11]. The details of SFR-ShuffleNet Unit is illustrated in Fig-
ure 5 of main paper. For SFR-ShuffleNetV2+, we follow the
same principle to integrate the SFR modules into different
ShuffleNet Units. Moreover, different from CondenseNetV2,
the SFR procedure is conducted by 3x3 convolutions in
SFR-ShuffleNet. There are four type of ShuffleNet Units in
ShuffleNetV2+ (refer to the original implementation of Shuf-
fleNetV2+ for more details). Note that we do not conduct
the feature reactivation on the unit with stride equal to 2. Ad-
ditionally, the network configurations of SFR-ShuffleNetV2
and SFR-ShuffleNetV2+ are provided in Table 2 and 4.

Table 1. Network architecture of SFR-ShuffleNetV2. The number
of output channels and the sparse factor of i-th stage are ¢; and .S;,
respectively. The number of units is denoted by n.

Output size c Operator n S
224 %224 3 Input Image - -
112x 112 24 Conv2d 3 x 3 (stride 2) - -

56 X 56 24 MaxPool 3 x 3 (stride 2) - -
ShuffleNet Unit (stride 2) 1 -
2828 “ SFR-ShuffieNet Unit | 3 |
ShuffleNet Unit (stride 2) 1 -
lax1d | e SFR-ShuffleNet Unit | 7 | S»
7% e ShuffleNet Unit (stride 2) 1 -
SFR-ShuffleNet Unit 3 | S3
X7 1024 Conv2d 1x1 - -
1x1 - AvgPool 7x 7 - -
1x1 1000 FC - -

Ihttps://github . com/megvii-model /ShuffleNet —
Series/tree/master/ShuffleNetV2%2B

Table 2. Network configurations for SFR-ShuffleNetV2 models.

Network | {ar ] {S}
SFR-ShuffleNetV2 0.5x | 48-96-192 | 24-48-96
SFR-ShuffleNetV2 1.0x | 116-232-464 | 58-116-232
SFR-ShuffleNetV2 1.5x | 176-352-704 | 88-176-352

Table 4. Network configurations for SFR-ShuffleNetV2+ models.
S. and M. represent Small and Medium, respectively.

Network ‘ {ci} ‘ {Si}

SFR-ShuffleNetV2+ S. | 36-104-208-416 | 18-52-104-213
SFR-ShuffleNetV2+ M. | 48-128-256-512 | 24-64-128-256

Table 5. Network architecture of CondenseNet. The number of
layers and the growth rate of ¢-th dense block are d; and k;, respec-
tively.

Input Operator d k
224 x 224 Conv2d 3 x 3 (stride 2) - -
112x112 DenseLayer d1 k1
112x112 AvgPool 2 x 2 (stide 2) - -

56 X 56 DenseLayer do ko
56 X 56 AvgPool 2 x 2 (stride 2) - -
28 x 28 DenseLayer ds | k3
28 x 28 AvgPool 2 x 2 (stride 2) - -
14x 14 DenseLayer dy ks
14x 14 AvgPool 2 x 2 (stride 2) - -

X7 DenseLayer ds ks

1x1 AvgPool 7x 7 - -

1x1 FC - -

1.2. Implementation details of CondenseNet

In CondenseNet [&], only the network architecture of
CondenseNet-C with 300M FLOPs is provided. In order
to conduct a more comprehensive comparison, we further
design CondenseNet-A/B which are under another two com-
putation levels(50M and 150M). The general network archi-
tecture and configurations of CondenseNet are provided in
Table 5 and Table 6, respectively. Here, the DenseLayers in
Table 5 are implemented with learned group convolutions.


https://github.com/megvii-model/ShuffleNet-Series/tree/master/ShuffleNetV2%2B
https://github.com/megvii-model/ShuffleNet-Series/tree/master/ShuffleNetV2%2B

Table 3. Network architecture of SFR-ShuffleNetV2+. The number of output channels and the sparse factor of i-th stage are ¢; and .S,
respectively. The number of units is denoted byn. SE and HS denote whether using Squeeze-Excitation [7] and Hard-Swish module in this

unit.

Output size c Operator n S SE HS

112x112 16 Conv2d 3 x 3 (stride 2) 1 - - 1

ShuffleNet 3 x 3 Unit (stride 2) 1 - - -

SFR-ShuffleNet 3 x 3 Unit 1 S1 - -

56%56 = SFR-ShuffleNet Xception Unit 1 S1 - -

SFR-ShuffleNet 5 x 5 Unit 1 S1 - -

ShuffleNet 5 x 5 Unit (stride 2) 1 - - 1

28 x 28 c2 SFR-ShuffleNet 5 x 5 Unit 1 Sa - 1

SFR-ShuffleNet 3 x 3 Unit 2 Sa - 1

ShuffleNet 7 x 7 Unit (stride 2) 1 - 1 1

SFR-ShuffleNet 3 x 3 Unit 1 S3 1 1

SFR-ShuffleNet 7 x 7 Unit 1 S3 1 1

14x14 c3 SFR-ShuffleNet 5 x 5 Unit 2 S3 1 1

SFR-ShuffleNet 3 x 3 Unit 1 S3 1 1

SFR-ShuffleNet 7 x 7 Unit 1 S3 1 1

SFR-ShuffleNet 3 x 3 Unit 1 S3 1 1

ShuffleNet 7 x 7 Unit (stride 2) 1 S4 1 1

%7 » SFR-ShuffleNet 5 x 5 Unit 1 S4 1 1

SFR-ShuffleNet Xception Unit 1 Sa 1 1

SFR-ShuffleNet 7 x 7 Unit 1 Sa 1 1

X7 1280 Conv2d 1x 1 - - - 1

1x1 - AvgPool 7x7 - - - -

1x1 1280 SE Module - - 1 -

1x1 1280 FC - - - 1

1x1 1000 FC - - - -

Table 6. Detailed network configurations for CondenseNet models.
C denotes the condense factor for learned group convolution.

Network | {di} | {k:} e
CondenseNet-A | 2-4-6-8-4 8-8-16-32-64 8
CondenseNet-B 2-4-6-8-6 6-12-24-48-96 6
CondenseNet-C | 4-6-8-10-8 | 8-16-32-64-128 | 8

2. A comperhensive study of efficient deep
learning models on ImageNet

In this section, we provide more comprehensive com-
parisons between the proposed network architectures and
other state-of-the-art efficient deep learning models. These
models are grouped into three levels of computational cost-
s, including 50M, 150M and 300M FLOPs. Our com-
parisons include the most efficient network architectures:
(1) Handcrafted Light-weighted CNN architectures, such
as CondenseNet [8], MobileNetV1 [6], MobileNetV2 [16],
ShuffleNetV1 [19], ShuffleNetV2 [1 1], IGCV3 [17], Xcep-
tion [3] and ESPNetV2 [12], are shown in Table 7. 2) NAS
based methods, such as NASNet [21], PNASNet [9], Mnas-
Net [ 18], ProxylessNas [1], AmoebaNet [ 5], GhostNet [4],
MobileNetV3 [5] and RegXNet [14], are shown in Table 8.

From the results in Table 7, we conclude that the pro-

posed CondenseNetV?2 are superior to many other handcraft-
designed efficient deep CNNs significantly. We also observe
that the proposed networks outperform the CondenseNets by
a large margin, which demonstrates that the effectiveness of
our SFR module.

As we can see, in Table 8, our CondenseNetV2-C
surpass most of the efficient models based on NAS un-
der the computational budget of ~300M. Note that our
CondenseNetV2-C’s FLOPs is only half of NASNet-A,
AmoebaNet-C and PNASNet-5, however, CondenseNetV2-
C still outperform these NAS based models. Although the
EfficientNetBO0 achieves the best performance when the com-
putational budget is ~300M, its FLOPs is much larger than
CondenseNetV2-C (390M vs 309M). The MobileNetV3 out-
performs our models with ~50M and ~150M FLOPs which
can be due to the effectiveness of NAS. Since our implement-
ed SFR-ShuffleNetV2+ Small can surpass the MobileNetV3
Large 0.75 x by 1.2 percent in terms of Top-1 Error, we
believe that CondenseNetV2’s performance can be further
boosted by NAS algorithms. Therefore, the future work will
mainly focus on applying NAS methods on the proposed
CondenseNetV2.



Table 7. Comparison of Top-1 and Top-5 classification error rate (%) with state-of-the-art handcraft-designed efficient models on the ILSVRC

validation set.

Model ‘ FLOPs Params Top-1 err. Top-5 err.
ShuffleNetV1 0.5 (g=3) [19] 38M 1.0M 41.2 19.0
MobileNetV1-0.25 [6] 41M - 494 -
ShuffleNetV2 0.5x [11] 41M 1.4M 38.9 17.4
MobileNetV2-0.40 [16] 43M - 434 -
CondenseNet-A [8] 56M 0.9M 43.5 20.2
SFR-ShuffleNetV2 0.5 x 43M 1.4M 38.3 17.0
CondenseNetV2-A 46M 2.0M 35.6 15.8
MobileNeXt-0.50 [20] 110M 2.1M 32.3 -
ShuffleNetV1 1.0x(g=3) [19] 138M 1.9M 32.2 12.3
MobileNetV1-0.50 [6] 149M - 36.3 -
ShuffleNetV2 1.0x [11] 146M 2.3M 30.6 11.1
MobileNetV2-0.75 [16] 145M - 32.1 -
IGCV3-D-0.70 [17] 210M 2.8M 31.5 -
CondenseNet-B [8] 132M 2.1M 33.9 13.1
SFR-ShuffleNetV2 1.0x 150M 2.3M 29.9 10.9
CondenseNetV2-B 146M 3.6M 28.1 9.7
Xception 1.5x [3] 305M - 29.4 -
ShuffleNetV1 1.5x [19] 292M - 28.5 -
MobileNetV1-0.75 [6] 325M - 31.6 -
ShuffleNetV2 1.5x [11] 299M - 27.4 -
MobileNetV2-1.00 [16] 300M 3.4M 28.0 -
MobileNeXt-1.00 [20] 300M 3.4M 26.0 -
IGCV3-D-1.00 [17] 318M 3.5M 27.8 -
FE-Net 1.0x [2] 301M 3.7M 27.1 -
ESPNetV2 [12] 284M 3.5M 27.9 -
CondenseNet-C [8] 274M 2.9M 29.0 10.0
SFR-ShuffleNetV2 1.5x 306M 3.5M 26.5 8.6
CondenseNetV2-C 309M 6.1M 24.1 7.3

3. Experimental Setup on ImageNet

In our experiments, all our models are conducted under
Pytorch Implementation [13]. Our training is based on the
open-source code” which successfully reproduces the report-
ed performance in MobileNetV3 [5]. We follow most of the
training settings used in MobileNetV3 [5], except that we
use the stochastic gradient descent (SGD) optimizer with an
initial learning rate of 0.4, the cosine learning rate [10], a
Nesterov momentum of weight 0.9 without dampening and
a weight decay of 4 x 10~° when batch size is 1024.
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