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1. Additional Related Work

1.1. Object Detection

Recent advances in object detection are dominated by
deep learning methods with a large number of labeled train-
ing samples. These approaches can be roughly categorized
into two types: proposal-based methods and proposal-free
methods. Proposal-based detectors [11, 4, 1, 2] usually have
a two-stage architecture. In the first stage, they select many
class-agnostic candidate boxes. Then, they classify these
boxes to different categories in the second stage. Proposal-
free detectors directly predict the categories and positions of
the objects in one stage. Such methods (e.g. RetinaNet [8],
FCOS [14],NETNet [6]) trade localization performance for
fast inference speed and directly predict the bounding boxes
and class labels.

2. Details of Datasets

2.1. More Details of PASCAL VOC

Following the setting of previous works [5, 18, 19] The
novel classes of three splits for PASCAL VOC are shown in
Table 1. The remaining categories are the base classes.

Splits Novel Classes

Novel Set 1 bird bus cow mbike sofa
Novel Set 2 aero bottle cow horse sofa
Novel Set 3 boat cat mbike sheep sofa

Table 1. Novel classes of three different splits for PASCAL VOC.

*correspondence author

2.2. More Details of MS COCO

We noticed that there are some invalid annotations in
COCO that label the width or height of bounding boxes with
values less than or equal to 1. In order to prevent the bad in-
fluence of these invalid annotations, we filter out them. The
number of invalid annotations for training/testing is 79 and
1 respectively.

3. Additional Experimental Results
Due to page limit, we put the results under 30-

shot on COCO in the supplementary material. The re-
sults are shown in Table 2. Again, our methods with
ResNet-50 as backbone has already achieve SOTAs. Our
method with ResNet-101 as backbone brings further per-
formance improvements with 1.1%AP and outperforms ex-
isting SOTA(MPSR[17]) by 1.8%, 2.1% and 1.3% in terms
of AP , AP50 and AP75, proving the generalization power
of our approach on novel classes. Nevertheless, we be-
lieve that the evaluation under 10-shot has a higher refer-
ence value in FSOD task.

4. Implementation Details
4.1. Class-Agnostic Regressor (CAR)

CAR takes the features of proposals as input and outputs
the coordinate adjustment values (dx, dy, dh, dw), where
dx and dy are used to adjust the top-left coordinates of
the proposals, dh and dw are used to adjust the height and
width. CAR module is class-agnostic, which means it does
not distinguish between categories when regresses the ad-
justment coordinates and all categories of objects share the
same parameters.

The structure of CAR is shown in Fig. 1, where Pj de-
notes proposal j output from RPN. In order to speed up
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Method Backbone AP AP50 AP75 APS APM APL

LSTD[3] SSD 6.7 15.8 5.1 0.4 2.9 12.3
MetaYOLO[5] DarkNet-19 9.1 19.0 7.6 0.8 4.9 16.8
MetaDet[16] VGG-16 11.3 21.7 8.1 1.1 6.2 17.3

MetaRCNN[18] ResNet-101 12.4 25.3 10.8 2.8 11.6 19.0
TFA w/cos[15] ResNet-101 13.7 – 13.4 – – –

MPSR[17] ResNet-101 14.1 25.4 14.2 4.0 12.9 23.0
Ours ResNet-50 14.7 29.4 13.0 8.3 15.6 22.1
Ours ResNet-101 15.9 31.5 14.3 8.6 17.0 23.1

Table 2. Results on the COCO minival set for 20 novel classes under 30-shot. ’–’: No reported results.
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Figure 1. Illustration of CAR to adjust the coordinates of proposal
j from RPN .

the calculation, feature of proposal j is extracted from one
level in CAR. Firstly, the level mapper chooses the opti-
mal level to carry out ROI Align operation for proposal j,
whose implementation details follow [7]. Then, we carry
out ROI Align in optimal level and get size-fixed feature.
Then, feature from ROI Align is flattened, input into a fully
connected network, whose output are the coordinate adjust-
ment values for proposal j.

4.2. Implementation of Training and Evaluating

Our implementations are based on maskrcnn-benchmark
[9] and PyTorch [10]. In each meta-training episode, we
sample 8 query images containing the objects of support
class, with each GPU 2 images. We denote the larger width
and height of 2 images in one GPU as wl and hl respec-
tively, and pad these 2 images with zero to make their sizes
uniform to (wl,hl). The padding is performed on the right
and bottom of images. When inference, we keep the top-
1000 proposals from RPN, all of which are fed into CAR
to refine locations. Before output the final detection results,

the predicted bounding boxes are filtered with score thresh-
old of 0.05. After that, we perform NMS operation with
a IoU (Intersection over Union) threshold of 0.5. When
training, the proposals having IoU larger than 0.6 with a
annotated bounding boxes will be considered as matching
that bounding box. Proposals having IoU less than 0.3 with
any annotated bounding boxes will be considered as back-
ground proposals. Others will be ignored. For MPS, Dϕ is
not shared across all levels. In our experiments, we set a in-
dependent Dϕ in each level. For k-shot setting, we sample
k objects from z images, where z ≤ k.

4.3. Details of Ablation Study

4.3.1 Hyperparameter Analysis

Actually, hyperparameter optimization is a multi-
dimensional search problem. We convert it into a
one-dimensional search by fixing other hyperparameter.
For example, when we search the optimal γ, we fix
α = 1.5, β = 1.5, b = 1. However, with the help of some
search algorithms, better results may be achieved.

4.3.2 Will Kernel Generator and CAR Improve Recall
of Proposals?

In the ablation, we calculate the recall of proposals
with/without kernel generator and CAR. It is worth noting
that the recall in this section denotes the recall of proposals
containing objects of same class with supports in query im-
age, install of recall of all objects in query image. Although
other objects of different classes are foreground, but they
are negative.

5. Additional Ablation Study
5.1. Visualization of Proposals Distribution

To further understand the effects of SPG module, we vi-
sualize the distribution of generated proposals as a heatmap,
and compare the heatmaps in the cases with and without the
guidance of supports. As Fig. 2 shows, SPG generates more
proposals distributed on the correct bounding boxes, which

2



𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 𝑤𝑖𝑡ℎ 𝑆𝑃𝐺 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑆𝑃𝐺𝑞𝑢𝑒𝑟𝑦 𝑖𝑚𝑎𝑔𝑒

Figure 2. Comparison of proposal distributions: with SPG vs. without SPG

means with SPG our method can more correctly generate
proposals.

5.2. Different Implementation of Distance Metric
Function

We tried different implementation of distance metric
function Dϕ to perform few-shot classification for pro-
posals, including relation network [13], prototypical net-
work [12]. The results are summarized in Table 3. As
we can see, our proposed method with relation network and
prototypical network have similar performance. The differ-
ence is not significant.

Dϕ AP AP50 AP75 APS APM APL

prototypical network 12.3 26.5 11.1 7.0 13.2 17.9
relation network 12.6 27.0 10.9 7.3 13.4 17.8

Table 3. Different implementation of Dϕ. The experiments are
carried out in COCO novel set under 10-shot.

5.3. Different Attention Mechanism to Weight Sup-
ports

CANet [20] proposed an attention mechanism to weight
different supports in few-shot segmentation. In CANet, the
attention scores are directly obtained from the convolution
output of each support, without the guidance of query. Dif-
ferent from CANet, we exploit the similarity between sup-
ports and query to mine the contribution of each support.
With the guidance of query, the attention scores to weight

𝑏𝑖𝑟𝑑 𝑐𝑜𝑤 𝑏𝑢𝑠 𝑚𝑏𝑖𝑘𝑒 𝑠𝑜𝑓𝑎

Figure 3. Some bad cases on the first split of VOC.

supports are generated. We introduce the attention mech-
anism in CANet to our framework and compare with our
QSW module. The results are shown in Table 4. Our design
of attention mechanism in QSW outperforms the attention
in CANet, which demonstrates the significance of the guid-
ance from query.

Attention Mechanism AP AP50 AP75

Attention in CANet 10.9 23.6 9.8
QSW 11.6 25.2 10.3

Table 4. Comparison of different attention mechanism to weight
supports. The experiments are carried out in COCO under 3-shot.

6. Some Failure Case

We provide some failure cases for better understanding
of our model, as shown in Fig. 3.
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