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1. Descriptions to the Supplemental Video
The video [7] consists of 4 parts, including the introduc-

tory sentences, comparisons with previous methods, ablation
study, and frontalization results.

Experimental Settings. All of our videos are generated
based on one identity reference image and driven by a clip
of audio with a pose source video. The mouth motion
of our generated results should be synced with the audio
and the head poses are controlled by the pose source. The
pose source videos are retrieved from 50 randomly sampled
videos in the test set based on the distances between the pose
feature fp(1) encoded from the first frame of the videos and
fp(ref) encoded from the reference image.

Introductory Sentences. At first, we show results of sev-
eral different identities speaking the same sentence, and one
fixed identity speaking another sentence with different poses.
All identity references are places above the generated results,
and the driving pose sources are placed underneath. Dur-
ing inference, the mouths of the pose source videos are not
shaded. The effect in the videos is an illustration that the
mouth shapes of pose source videos have no effect on our
results.

Comparisons with Previous Methods. We compare our
method with ATVG [2], Wav2Lip [6], MakeitTalk [8] and
Rhythmic Head [1], which are the representatives of 2D
landmark-based, reconstruction-based, 3D landmark-based
and 3D model-based methods respectively. As free pose
control is non-applicable in most of the method, we keep the
rest of the settings the same as ours when re-implementing
their results. We use the same pose source to drive Rhyth-
mic Head [1] as ours. The results of Rhythmic Head are
produced by their authors, thus only two samples are given.
Please note that under large poses, the integrated landmark

Table 1: Additional quantitative results on VoxCeleb2. For
SyncNet offset Syncoff , the closer to the ground truth the better.

Method PSNR ↑ Syncoff CSIM ↑

ATVG [2] 29.41 0.2 NA
Wav2Lip [6] 29.54 0.5 0.987
MakeitTalk [8] 29.51 1.9 0.935
Rhythmic Head† [1] 29.55 0.7 0.921
Ground Truth NA 0.8 0.954
PC-AVS (Ours) 29.68 0.9 0.950

detector of ATVG [2] would fail. Also, the mouth move-
ments of MakeitTalk [8] will be less accurate under such
circumstances, showing the non-robustness of structural in-
formation. While the lip sync of Wav2Lip [6] is basically ac-
curate, they change only the mouth shapes. Realistic videos
cannot be created with their method when only one image is
given as reference.

Ablation Study and Additional Results. We also show
the results of our ablation studies. As can be seen in the
video, the head poses of ours without Lc is non-changeable.
We show the result of a model whose pose-dim is set as 36,
which is shakier than ours. Certain artifacts would appear
when changing the generator in an AdaIN style. Finally, we
show the results of talking face frontalization by setting all
values in the pose feature to 0s. The results of two different
languages are illustrated, showing that our model is robust
to large poses and different languages.

2. More Quantitative Evaluations
We conduct more quantitative evaluations on the Vox-

Celeb2 dataset. These metrics are not discriminative enough
but are also widely used in previous studies. They are PSNR
that is used for image quality; the cosine similarity (CSIM)
between embedding vectors of a pretrained face recognition
model [5] to verify the identity preserving; and the offset
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(Syncoff ) is used to measure how much video lags the au-
dio in SyncNet [4]. Note that it is not the main problem in
talking face generation, thus this value is only shown as a
reference.

The results are shown in Table 1. As Wav2lip keeps
the head pose unchanged, it is natural that their facial iden-
tity preserving is better than other methods. We have also
conducted an experiment to test the lip reading accuracy on
LRW [3] dataset. However, as there is no accurate lip reading
model available, the results are not informative. Wav2lip [6]
achieves the best on the lip reading evaluation.
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