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Abstract
In this work we present point-level region contrast, a

self-supervised pre-training approach for the task of object
detection. This approach is motivated by the two key fac-
tors in detection: localization and recognition. While accu-
rate localization favors models that operate at the pixel- or
point-level, correct recognition typically relies on a more
holistic, region-level view of objects. Incorporating this
perspective in pre-training, our approach performs con-
trastive learning by directly sampling individual point pairs
from different regions. Compared to an aggregated repre-
sentation per region, our approach is more robust to the
change in input region quality, and further enables us to im-
plicitly improve initial region assignments via online knowl-
edge distillation during training. Both advantages are im-
portant when dealing with imperfect regions encountered
in the unsupervised setting. Experiments show point-level
region contrast improves on state-of-the-art pre-training
methods for object detection and segmentation across mul-
tiple tasks and datasets, and we provide extensive ablation
studies and visualizations to aid understanding. Code will
be made available.

1. Introduction
Un-/self-supervised learning – in particular contrastive

learning [6, 20, 24] – has recently arisen as a powerful tool
to obtain visual representations that can potentially bene-
fit from an unlimited amount of unlabeled data. Promis-
ing signals are observed on important tasks like object de-
tection [28]. For example, MoCo [20] shows convincing
improvement on VOC [16] over supervised pre-training by
simply learning to discriminate between images as holis-
tic instances [14] on the ImageNet-1K dataset [37]. Since
then, numerous pre-text tasks that focus on intra-image con-
trast have been devised specifically for object detection as
the downstream transfer task [23, 43, 51]. While there has
been steady progress, state-of-the-art detectors [1] still use
weights from supervised pre-training (e.g., classification on
ImageNet-22K [12]). The full potential of unsupervised
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Figure 1. For intra-image contrastive learning, samples of a feature
map can be aggregated and then compared between regions (1),
compared directly between all samples (2), or only compared di-
rectly between samples in different regions (3). We call (3) point-
level region contrast, it allows both learning at the point-level
to help localization, and at the region-level to help holistic object
recognition – two crucial aspects for object detection.

pre-training for object detection is yet to be realized.
Object detection requires both accurate localization of

objects in an image and correct recognition of their seman-
tic categories. These two sub-tasks are tightly connected
and often reinforce each other in successful detectors [32].
For example, region proposal methods [2, 41, 54] that first
narrow down candidate object locations have enabled R-
CNN [18] to perform classification on rich, region-level fea-
tures. Conversely, today’s dominant paradigm for object
instance segmentation [21] first identifies object categories
along with their coarse bounding boxes, and later uses them
to compute masks for better localization at the pixel-level.

With this perspective, we hypothesize that to learn a
useful representation for object detection, it is also desir-
able to balance recognition and localization by leveraging
information at various levels during pre-training. Object
recognition in a scene typically takes place at the region-
level [18, 35]. To support this, it is preferable to maintain a
conceptually coherent ‘label’ for each region, and learn to
contrast pairs of regions for representation learning. On the
other hand, for better localization, the model is preferred
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to operate at the pixel-, or ‘point-level’ [9, 26], especially
when an initial, unsupervised, assignment of pixels to re-
gions (i.e., segmentation) is sub-optimal (see Fig. 1 for an
example). To our knowledge, existing methods in this fron-
tier can be lacking in either of these two aspects (to be dis-
cussed in Sec. 2).

In this paper, we present a self-supervised pre-training
approach that conceptually contrasts at the region-level
while operating at the point-level. Starting from MoCo
v2 [7] as an image-level baseline, we introduce the notion
of ‘regions’ by dividing each image into a non-overlapping
grid [23]. Treating rectangular regions on this grid as sep-
arate instances, we can define the task of intra-image dis-
crimination on top of the existing inter-image one [14] and
pre-train a representation with contrastive objectives. Devi-
ating from the common practice that aggregates features for
contrastive learning [6, 20, 23], we directly operate at the
point-level by sampling multiple points from each region,
and contrasting point pairs individually across regions (see
Fig. 1, right column for illustrations).

The advantage of operating at the point-level is two-fold,
both concerning dealing with imperfect regions as there is
no ground-truth. First, such a design can be more robust
to the change in region quality, since feature aggregation
can cause ambiguities when the regions are not well local-
ized (e.g., in Fig. 1, both regions of interest can mean ‘a
mixture of dog and couch’), whereas individual points still
allow the model to see distinctions. Second and perhaps
more importantly, it can enable us to bootstrap [19] for po-
tentially better regions during the training process. This is
because any segmentation can be viewed as a hard-coded
form of point affinities – 1 for point pairs within the same
region and 0 otherwise; and a natural by-product of con-
trasting point pairs is soft point affinities (values between 0
and 1) that implicitly encode regions. By viewing the mo-
mentum encoder as a ‘teacher’ network, we can formulate
the problem as knowledge distillation one [4, 25], and im-
proving point affinities (and thus implicitly regions) online
in the same self-supervised fashion.

Empirically, we applied our approach to standard pre-
training datasets (ImageNet-1K [12] and COCO train
set [28]), and transferred the representation to multiple
downstream datasets: VOC [16], COCO (for both object de-
tection and instance segmentation), and Cityscapes [10] (se-
mantic segmentation). We show strong results compared to
state-of-the-art pre-training methods which use image-level,
point-level, or region-level contrastive learning. Moreover,
we provide extensive ablation studies covering different as-
pects in design, and qualitatively visualize the point affini-
ties learned through knowledge distillation.

While we are yet to showcase improvements on larger
models, longer training schedules, stronger augmenta-
tions [17], and bigger pre-training data for object detec-

tion, we believe our explorations on the pre-training design
that better balances recognition and localization can inspire
more works in this direction.

2. Related Work
Self-supervised learning. Supervised learning/classifica-
tion [22, 37] has been the dominant method for pre-training
representations useful for downstream tasks in computer vi-
sion. Recently, contrastive learning [6, 15, 20, 24, 39, 46]
has emerged as a promising alternative that pre-trains visual
representations without class labels or other forms of hu-
man annotations – a paradigm commonly referred as ‘self-
supervised learning’. By definition, self-supervised learn-
ing holds the potential of scaling up pre-training to huge
models and billion-scale data. As a demonstration, revolu-
tionary progress has already been made in fields like natural
language processing [3, 13, 34] through scaling. For com-
puter vision, such a moment is yet to happen. Nonetheless,
object detection as a fundamental task in computer vision
is a must-have benchmark to test the transferability of pre-
trained representations [18].

Contrastive learning. Akin to supervised learning which
maps images to class labels, contrastive learning maps im-
ages to separate vector embeddings, and attracts positive
embedding pairs while dispels negative pairs. A key con-
cept connecting the two types of learning is instance dis-
crimination [14], which models each image as its own class.
Under this formulation, two augmentations of the same im-
age is considered as a positive pair, while different images
form negative pairs. Interestingly, recent works show that
negative pairs are not required to learn meaningful represen-
tations [8,19] for reasons are yet to be understood. Regard-
less, all these frameworks treat each image as a single in-
stance and use aggregated (i.e., pooled) features to compute
embeddings. Such a classification-oriented design largely
ignores the internal structures of images, which could limit
their application to object detection that performs dense
search within an image [27, 30, 35].

Point-level contrast. Many recent works [29,33,43,50,51]
have realized the above limitation, and extended the origi-
nal idea from contrasting features between whole images
to contrasting features at points. Different ways to match
points as pairs have been explored. For example, [43] se-
lects positive pairs by ranking similarities among all points
in the latent space; [51] defines positive pairs by spatial
proximity; [29] jointly matches a set of features at points to
another set via Sinkhorn-Knopp algorithm [11], designed
to maximize the set-level similarity for sampled features.
However, we believe directly contrasting features at arbi-
trary points over-weights localization, and as a result misses
a more global view of the entire object that can lead to better
recognition.
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Region-level contrast. Closest to our paper is the most re-
cent line of work that contrasts representations at the region-
level [23, 36, 44, 47–49]. Specifically, images are divided
into regions of interest, via either external input [23,44,49],
or sliding windows [47], or just random sampling [36, 48].
Influenced by image-level contrastive learning, most ap-
proaches represent each region with a single, aggregated
vector embedding for loss computation and other opera-
tions, which we argue – and show empirically – is detri-
mental for localization of objects.

3. Approach
In this section we detail our approach: point-level region

contrast. To lay the background and introduce notations, we
begin by reviewing the formulation of MoCo [20].

3.1. Background: Momentum Contrast

As the name indicates, MoCo [7, 20] is a contrastive
learning framework [6, 42] that effectively uses momentum
encoders to learn representations. Treating each image as a
single instance to discriminate against others, MoCo oper-
ates at the image-level (see Fig. 2 top left corner).

Image-level contrast. While the original model for in-
stance discrimination [14] literally keeps a dedicated weight
vector for each image in the dataset (on ImageNet-1K [37] it
would mean more than one million vectors), modern frame-
works [6, 46] formulate this task as a contrastive learning
one which only requires online computation of embedding
vectors per-image and saves memory. Specifically MoCo,
two parallel encoders, fE and fM , take two augmented
views (v and v′) for each image x in a batch, and output
two `2-normalized embeddings z and z′. Here fE denotes
the base encoder being trained by gradient updates as in nor-
mal supervised learning, and fM denotes the momentum
encoder that keeps updated by exponential moving average
on the base encoder weights. Then image-level contrastive
learning is performed by enforcing similarity on views from
the same image, and dissimilarity on views from different
images, with the commonly used InfoNCE objective [42]:

Lm = − log
exp(z·z′/τ)∑
j exp(z·z′

j/τ)
, (1)

Where τ is the temperature, other images (and self) are in-
dexed by j. In MoCo, other images are from the momentum
bank [46], which is typically much smaller in size compared
to the full dataset.

It is important to note that in order to compute the em-
bedding vectors z (and z′), a pooling-like operation is often
used in intermediate layers to aggregate information from
all spatial locations in the 2D image. This is inherited from
the practice in supervised learning, where standard back-
bones (e.g., ResNet-50 [22]) average-pool features before
the classification task.

3.2. Point-Level Region Contrast

As discussed above, image-level contrast is classification
oriented. Next, we discuss our designs in point-level region
contrast, which are more fit for the tasks of object detection.

Regions. Region is a key concept in state-of-the-art ob-
ject detectors [21, 35]. Through region-of-interest pooling,
object-level recognition (i.e., classifying objects into pre-
defined categories) are driven by region-level features. Dif-
ferent from detector training, ground-truth object annota-
tions are not accessible in self-supervised learning. There-
fore, we simply introduce the notion of regions by dividing
each image into a non-overlapping, n×n grid [23]. We treat
the rectangular regions on this grid as separate instances,
which allows inter-image contrast and intra-image contrast
to be jointly performed on pairs of regions. Now, each aug-
mentation v is paired with masks, and each mask denotes
the corresponding region under the same geometric trans-
formation as v with which it shares resolution. Note that
due to randomly resized cropping [20], some masks can be
empty. Therefore, we randomly sample N=16 valid masks
{mn} (n∈{1, . . . , N}) (with repetition) as regions to con-
trast, following the design of [23].

Grid regions are the simplest form of the spatial heuristic
that nearby pixels are likely belong to the same object [23].
More advanced regions [2, 41], or even ground-truth seg-
mentation masks (used for analysis-only) [28] can be read-
ily plugged in our method to potentially help performance,
but it comes at the expense of more computation costs, po-
tential risk of bias [5] or human annotation costs. Instead,
we focus on improving training strategies and just use grids
for our explorations.

Point-level. Given the imperfect regions, our key insight
is to operate at the point-level. Intuitively, pre-training by
contrasting regions can help learn features that are discrim-
inative enough to tell objects apart as holistic entities, but
they can be lacking in providing low-level cues for the ex-
act locations of objects. This is particularly true if features
that represent regions are aggregated over all pertinent loca-
tions, just like the practice in image-level contrast. Deviat-
ing from this, we directly sample multiple points from each
region, and contrast point pairs individually across regions
without pooling.

Formally, we sample P points per mask mn, and com-
pute point-level features pi (i∈{1, . . . , N×P}) for con-
trastive learning. Each pi comes with an indicator for its
corresponding region, ai. To accommodate this, we modify
the encoder architecture so that the spatial dimensions are
kept all the way till the output.1 The final feature map is up-
sampled to a spatial resolution of R×R via interpolation.

1An additional projector MLP is introduced in MoCo v2 [7] following
SimCLR [6], we convert the MLP into 1×1 convolution layers.
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Figure 2. Illustration of point-level region contrast (Sec. 3.2), which also enables point affinity distillation (Sec. 3.3). On the left
we show four different types of contrastive learning methods, including image-level, region-level, point-level and our point-level region
contrast. On the right we show point affinity distillation with one pair of points.

Then our point-level, region contrastive loss is defined as:

Lc = − 1

C

∑
ai=ak

log
exp(pi·p′

k/τ)∑
j exp(pi·p′

j/τ)
, (2)

where j loops over points from regions in the same image
(intra-), or over points from other images (inter-). C is a
normalization factor for the loss which depends on the num-
ber of positive point pairs. An illustrative case (for n=2 and
P=4) is shown in Fig. 2.

3.3. Point Affinity Distillation

Operating at the point level enables us to bootstrap [53]
and not be restricted by the pre-defined regions. This is
because according to Eq. (2), the only place the pre-defined
regions matter is in the indicators ai, which provides a hard
assignment from points to regions. When ai=ak, it means
the probability of pi and pk coming from the same region
is 1, otherwise it is 0.

On the other hand, the InfoNCE loss [42] (Eq. (1)) used
for contrastive learning computes point affinities as a natural
by-product which we define as:

Aik′(τ) :=
exp(pi·p′

k/τ)∑
j exp(pi·p′

j/τ)
. (3)

Note that Aik′(τ) is a pairwise term controlled by two in-
dexes i and k′, and the additional ′ indicates the embed-
dings participating is computed by the momentum encoder.
For example Ai′k′(τ) means both embeddings are from the
momentum encoder fM . Point affinities offer soft, implicit
assignment from points to regions, and an explicit assign-
ment can be obtained via clustering (e.g. k-means). In this
sense, they arguably provide more complete information
about which point pairs belong to the same region.

The Siamese architecture [8] of self-supervised learning
methods like MoCo presents a straightforward way to boot-
strap and obtain potentially better regions. The momentum
encoder fM itself can be viewed as a ‘teacher’ which serves
as a judge for the quality of fE [4]. From such an angle,
we can formulate the problem as a knowledge distillation
one [25], and use the outputs of fM to supervise the point
affinities that involve fE via cross entropy loss:

La = −
∑
i,k

Ai′k′(τt) logAik′(τs), (4)

where τt and τs are temperatures for the teacher and the stu-
dent, respectively. We call this ‘point affinity distillation’.
There are other possible ways to distill point affinities from
the momentum encoder (see Sec. 4.5.2), we choose the cur-
rent design trading off speed and accuracy.

On the other hand, we note that the pooling operation
does not back-propagate gradients to the coordinates (only
to the features) by default. Therefore, it is less straightfor-
ward to morph regions along with training by contrasting
aggregated region-level features [23, 44, 49].

3.4. Overall Loss Function

We jointly perform point-level region contrast learning
(Sec. 3.2) and point affinity distillation (Sec. 3.3) controlled
by a balance factor α:

Lp = αLc + (1− α)La. (5)

Here, Lc offers an initialization of regions to contrast with,
whereas La bootstraps [19] from data, regularizes learning
and alleviates over-fitting to the initial imperfect region as-
signments. This is how these two terms interact and benefit
each other – a common practice for knowledge distillation
with additional ground-truth labels.
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method # of
epochs

Pascal VOC COCO detection COCO segmentation Cityscapes
AP AP50 AP75 AP AP50 AP75 AP AP50 AP75 mIoU

Scratch - 33.8 60.2 33.1 26.4 44.0 27.8 29.3 46.9 30.8 65.3
Supervised 200 54.2 81.6 59.8 38.2 58.2 41.2 33.3 54.7 35.2 73.7
MoCo [20] 200 55.9 81.5 62.6 38.5 58.3 41.6 33.6 54.8 35.6 75.3
SimCLR [6] 1000 56.3 81.9 62.5 38.4 58.3 41.6 - - - 75.8
MoCo v2 [7] 800 57.6 82.7 64.4 39.8 59.8 43.6 36.1 56.9 38.7 76.2
InfoMin [40] 200 57.6 82.7 64.6 39.0 58.5 42.0 - - - 75.6
DetCo [48] 200 57.8 82.6 64.2 39.8 59.7 43.0 34.7 56.3 36.7 76.5
InsLoc [52] 800 58.4 83.0 65.3 39.8 59.6 42.9 34.7 56.3 36.9 -
PixPro [51] 200 58.8 83.0 66.5 40.0 59.3 43.4 34.8 - - 76.8
DetCon [23] 200 - - - 40.5 - - 36.4 - - 76.5
SoCo [44] 200 59.1 83.4 65.6 40.4 60.4 43.7 34.9 56.8 37.0 76.5
Ours 200 59.4 83.6 67.1 40.7 60.4 44.7 36.9 57.4 39.6 77.0

Table 1. Main results with ImageNet-1K pre-training. From left to right, we show transfer performance on 4 tasks: VOC (07+12)
detection [16], COCO object detection [28]; COCO instance segmentation and Cityscapes semantic segmentation [10]. From top to down,
we compare our approach with 3 other setups: i) no pre-training (i.e., scratch); ii) general pre-training with supervised learning or inter-
image contrastive learning; iii) object detection oriented pre-training with additional intra-image contrast. Our point-level region contrast
pre-training shows consistent improvements across different tasks under fair comparisons.

Finally, our point-level loss is added to the original
MoCo loss for joint optimization, controlled by another fac-
tor β:

L = βLp + (1− β)Lm, (6)

which does not incur extra overhead for backbone feature
computation. Note that all the loss terms we have defined
above are focused on a single image for explanation clarity,
the full loss is averaged over all images.

4. Experiments
In this section we perform experiments. For our main

results, we pre-train on ImageNet-1K or COCO, and trans-
fer the learned representations to 4 downstream tasks. We
then conduct analysis by: 1) visualizing the learned point
affinities with a quantitative evaluation metric using VOC
ground-truth masks, 2) presenting evidence that point-level
representations are effective and more robust to region-
level ones when the mask quality degenerates; and 3) ab-
lating different point affinity distillation strategies in our
approach. More analysis on various hyper-parameters and
more visualizations are found in the appendix.

4.1. Pre-Training Details

We either pre-train on ImageNet-1K [37] or COCO [28],
following standard setups [23, 43].

ImageNet-1K setting. Only images from the training
split are used, which leads to ∼1.28 million images for
ImageNet-1K. We pre-train the model for 200 epochs.

It is worth noting that we build our approach on the de-
fault, asymmetric version of MoCo v2 [7], which is shown
to roughly compensate for the performance of pre-training
with half the length using symmetrized loss [8] – both se-
tups share the same amount of compute in this case.

COCO setting. Only images from the training split
(train2017) are used, which leads to ∼118k for COCO.
We pre-train with 800 COCO epochs, not ImageNet epochs.

Hyper-parameters and augmentations. We use a 4×4
grid and sample N=16 valid masks per view follow-
ing [23]. P=16 points are sampled per region. The up-
sampled resolution of the feature mapR is set to 64. We use
a teacher temperature τt of 0.07 and student temperature τs
of 0.1, with 30 epochs as a warm-up stage where no distil-
lation is applied. The balancing ratios for losses are set as
α=0.5 and β=0.7. For optimization hyper-parameters (e.g.
learning rate, batch size etc.) and augmentation recipes we
follow MoCo v2 [7]. We follow the same strategy in Det-
Con [23] to sample region pairs through random crops, and
skip the loss computation for points when views share no
overlapping region, which happens rarely in practice.

4.2. Downstream Tasks

We evaluate feature transfer performance on four down-
stream tasks: object detection on VOC [16], object detec-
tion and instance segmentation on COCO [28], and seman-
tic segmentation on Cityscapes [10].

VOC. PASCL VOC is the default dataset to evaluate self-
supervised pre-training for object detection. We follow
the setting introduced in MoCo [20], namely a Faster R-
CNN detector [35] with the ResNet-50 C4 backbone, which
uses the conv4 feature map to produce object proposals
and uses the conv5 stage for proposal classification and
bounding box regression. In fine-tuning, we synchronize
all batch normalization layers across devices. Training is
performed on the combined set of trainval2007 and
trainval2012. For testing, we report AP, AP50 and
AP75 on the test2007 set. Detectron2 [45] is used.
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method # of
epochs

Pascal VOC COCO detection COCO segmentation Cityscapes
AP AP50 AP75 AP AP50 AP75 AP AP50 AP75 mIoU

Scratch - 33.8 60.2 33.1 29.9 47.9 32.0 32.8 50.9 35.3 63.5
MoCo v2 [7] 800 54.7 81.0 60.6 38.5 58.1 42.1 34.8 55.3 37.3 73.8
BYOL [19] 800 - - - 37.9 57.5 40.9 - - - -
Self-EMD [29] 800 - - - 38.5 58.3 41.6 - - - -
PixPro [51] 800 56.5 81.4 62.7 39.0 58.9 43.0 35.4 56.2 38.1 75.2
Ours 800 57.1 82.1 63.8 39.8 59.6 43.7 35.9 56.9 38.6 75.9

Table 2. Main results with COCO pre-training. Same as ImageNet-1K, from left to right, we show the performance on 4 tasks: VOC
(07+12) detection, COCO detection; COCO instance segmentation and Cityscapes semantic segmentation. From top to down, we compare
with training from scratch and pre-training with self-supervision. For COCO pre-training, our method shows significant improvements.

COCO. On COCO we study both object bounding box
detection and instance segmentation. We adopt Mask R-
CNN [21] with ResNet-50 C4 as the backbone and head.
Other setups are the same as VOC. Detectron2 is again used.
We follow the standard 1× schedule for fine-tuning, which
is 90k iterations for COCO.

Cityscapes. On Cityscapes we evaluate semantic segmen-
tation, a task that also relies on good localization and recog-
nition. We follow the previous settings [20, 51], where a
FCN-based structure is used [31]. The classification is ob-
tained by an additional 1×1 convolutional layer.

4.3. Main Results

ImageNet-1K pre-training. Tab. 1 compares our point-
level region contrast to previous state-of-the-art unsu-
pervised pre-training approaches on 4 downstream tasks,
which all require dense predictions. We compare with four
categories of methods: 1) training from scratch, i.e. learn-
ing the network from random initialization; 2) ImageNet-
1K supervised pre-training; 3) general self-supervised pre-
training, including MoCo, MoCo v2, SimCLR and InfoMin.
Those are under their reported epochs; 4) Task-specific pre-
training, including DetCo [48], PixPro [51], DenseCL [43]
and DetCon [23]. We report the numbers with 200-epoch
pre-training. It is worth noting that we adopt the asymmet-
ric network structure [7], i.e. each view is only used once
per iteration. For this reason, we denote PixPro (100-epoch
reported in [43]) and SoCo [44] as 200 epochs since the loss
is symmetrized there. DetCon [23] uses pre-defined seg-
mentation masks acquired by off-the-shelf algorithms. We
also compared with it under the same number of epochs.

It shows consistent improvement on every tasks com-
pared with prior arts under this fair comparison setting on
VOC object detection, COCO object detection, COCO in-
stance segmentation and Cityscapes semantic segmentation.

COCO pre-training. Tab. 2 compares our method to pre-
vious state-of-the-art unsupervised pre-training approaches
on COCO. We evaluate the transferring ability to the same 4
downstream tasks used for ImageNet-1K pre-training, and
on all of them we show significant improvements. Differ-

ent from ImageNet-1K, COCO images have more objects
per-image on average, thus our point-level region contrast
is potentially more reasonable and beneficial in this setting.

4.4. Visualization of Point Affinities

In order to provide a more intuitive way to show the ef-
fectiveness of our method, we visualize the point affinities
after pre-training in Fig. 3.

The images are randomly chosen from the validation set
of ImageNet-1K. We follow the previous experimental set-
ting to pre-train 200 epochs on ImageNet-1K. We then re-
size all image to 896×896, and interpolate the correspond-
ing feature map of Res5 from (28×28) to 56×56 for higher
resolution. For each image, we first pick one point (denoted
with a red circle), then calculate the point affinity (in terms
of cosine similarity) from the last-layer output feature rep-
resentation of this point to all the others within the same
image. In addition, we also compare it with the visualiza-
tions from MoCo v2 and a region-level contrast variant of
our method to analyse the improvement. The region-level
contrast variant is implemented using MoCo v2 framework
with grid regions (same as ours), with an AP of 58.2 on
VOC. In Fig. 3, from top to down we show 15 different
groups of examples which (row-wise) represent 5 categories
of picked points: single non-rigid objects, single rigid ob-
jects, multiple objects, objects in chaotic background, and
background. Within each group, from left to right we show
the point affinity of our method, region-level contrast, and
the MoCo v2 baseline. Brighter colors on the feature map
denote more similar points.

Observations. For original MoCo, its final global pooling
operation intuitively causes a loss in 2D spatial informa-
tion, since everything is compressed into a single vector for
representations. Therefore, when tracing back, the salient
regions usually only cover certain closely-connected small
area around the picked point. For the region-level contrast
baseline, its salient regions can expand to a larger area, but
the area is quite blurry and hard to tell the boundaries. For
objects (shown in row 1-3), although all three methods show
some localization capabilities, ours often predicts sharper
and more clear boundaries, indicating a better understand-
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Figure 3. Point affinity visualizations. In total we show 15 groups of examples. In each group from left to right we show the original
image with the selected point (denoted by red circle); three affinity maps calculated from the point to the rest of the image with the output
of i) our point-level region contrast; ii) region-level contrast; and iii) MoCo v2 (image-level contrast). In rows from top to down, we show
5 categories of picked points: i) single non-rigid objects, ii) single rigid objects, iii) multiple objects, iv) objects in chaotic background and
v) background stuff. Brighter colors in the affinity map denote more similar points. Best viewed in color and zoomed in.

Figure 4. Point affinity (failures). We present two kinds of failure cases for our method: under-segmentation (left) and over-segmentation
(right). For each kind we show 3 pairs of images, using the same visualization technique in Fig. 3. See text for details.

Figure 5. Point affinity with or without affinity distillation. In
each of the 4 groups, we show (from left to right) the original
image, ours with point affinity distillation and ours without. As
can be seen, the distillation loss plays a key role in capturing object
boundaries, as shown in the 4 groups of examples.

ing of the localization of objects. Row 4 shows the objects
in chaotic environments, which is hard to recognize even
with human eyes. Except for foreground objects, we also
test the ability on the background stuff (row 5). It is inter-
esting to see that even for background, ours can still distin-
guish it with foreground objects.

Failure cases. We also give some failure cases from our
model in Fig. 4. On the left we show under-segmentation,
where a segment contains more objects than it should be.

random supervised image- region- ours
15.3 22.9 33.1 33.8 52.0

Table 3. Quantitative metric to compare VOC visualizations
from different pre-training methods. Our point-level region con-
trast outperforms all baselines ranging from random, supervised
pre-training and self-supervised pre-training at various levels.

For example, in the first image, both the man and the run-
ning machine have higher similarity to the chosen point. On
the contrary, on the right we show over-segmentation, where
a segment does not cover the entire object. For example, the
face of the woman has higher similarity to the chosen point,
while the clothes and wig have lower similarities – ideally
they should all belong to the same person. We believe this
is reasonable in our unsupervised setting: without definition
of object classes, the model can at best form groups using
low-level cues such as textures or colors; therefore, it can
miss semantic-level grouping of objects.

Affinity distillation helps localization. We visualize our
method with or without point affinity distillation in Fig. 5.
We find the distillation loss plays a key role in capturing
object boundaries for better localization.
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Figure 6. Point-level vs. region-level features. We check how
many points are needed to match a region-level representation
when pre-trained on ImageNet-1K. Along the horizontal axis the
number of points increases from 2 to 64 for point-level features.
The pre-trained representation can already match region-level fea-
tures (blue line) in VOC AP with only 4 points.

Quantitative Metric. We quantitatively evaluate the vi-
sualizations from different pre-training methods on VOC
val2007. For each ground-truth object, we pick its center
point and calculate the similarity from this point to the rest
of the image with the pre-trained model to generate segmen-
tation masks. We pick a threshold to keep 80% of the entire
affinity map. The mask is then benchmarked with Jaccard
similarity, defined as the intersection over union (IoU) be-
tween the predicted mask and the ground-truth one.

Our baselines are: random (no pre-training), supervised
(on ImageNet-1K), MoCo v2 (image-level) and region-
level. The results are summarized in Tab. 3. As expected,
point-level region contrast significantly outperforms others.

4.5. Main Ablation Studies

For our main ablation analysis, we begin with point-level
contrastive learning in Sec. 4.5.1, showing its effectiveness
to represent regions and robustness to inferior initial regions
compared to a region-based counterpart. Then we discuss
and compare possible point affinity distillation strategies
in Sec. 4.5.2. More ablations are found in the appendix.
Throughout this section, we pre-train for 100 epochs on
ImageNet-1K and 400 COCO epochs on COCO.

4.5.1 Point-Level vs. Region-Level

We first design experiments to show the motivation and ef-
fectiveness of introducing point-level operations to region-
level contrast. We conduct two experiments.

First is to see how many points are needed to match the
pooled region-level features. We pre-train on ImageNet for
100 epochs without point affinity loss for fair comparisons,
and report results with VOC object detection transfer. As
shown in Fig. 6, we find with only 4 points per-region, its
AP (56.6) is already better than region-level contrast (56.5).
Interestingly, more point-level features continue to benefit
performance even up to 64 points, which suggests that the
pooled, region-level features are not as effective as point-
level ones for object detection pre-training.

GT mask GT box 4×4 grid 2×2 grid
53

54

55

A
P

54.9

55.5

54.4

55.2

53.7

54.9

53.5

54.5

Region-level contrast
Point-level, region contrast

Figure 7. Region quality vs. AP comparison between our point-
level region contrast (red) and region-level contrast with pooled-
features, pre-trained on COCO. Along the horizontal axis the re-
gion quality degenerates: ground truth masks, ground truth bound-
ing box, 4×4 grid and 2×2 grid. Our method is consistently better
and is more resilient to the degeneration of region qualities.

Second, we add back the point affinity loss and compare
the robustness of our full method against contrast learning
with aggregated region-level features [23]. For this experi-
ment, we pre-train on COCO as COCO is annotated with
ground-truth object boxes/masks. P=16 points are used
per-region and evaluation is also performed with VOC ob-
ject detection. In Fig. 7 we gradually decrease the region
quality, from highest (ground-truth mask), to lowest (2×2
grid) with ground-truth box and 4×4 grid in-between. Not
only does point-level region contrast perform better than
region-level contrast, the gap between the two increases as
the region quality degenerates from left to right. This con-
firms that our method is more robust to initial region assign-
ments and can work with all types of regions.

4.5.2 Point Affinity Distillation Strategies

For point affinity distillation, there are three possible strate-
gies: 1) Ai′k′ as teacher (see Eq. (3) for its definition), Aik′

as student (default); 2) Aik′ as teacher, Aik as student; 3)
Ai′k′ as teacher, Aik as student, which requires an extra
forward pass with momentum encoders.

Strategy 1) achieves 58.0 AP. Switching to strategy 2)
slightly degenerates AP to 57.6, and strategy 3) yields the
same AP as 1) while requiring extra computations. There-
fore we set 1) as our default setting.

5. Conclusion
Balancing recognition and localization, we introduced

point-level region contrast, which performs self-supervised
pre-training by directly sampling individual point pairs
from different regions. Compared to other contrastive for-
mulations, our approach can learn both inter-image and
intra-image distinctions, and is more resilient to imperfect
unsupervised regions assignments. We empirically verified
the effectiveness of our approach on multiple setups and
showed strong results against state-of-the-art pre-training
methods for object detection. We hope our explorations can
provide new perspective and inspirations to the community.
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Tallec, Pierre Richemond, Elena Buchatskaya, Carl Doersch,
Bernardo Avila Pires, Zhaohan Guo, Mohammad Ghesh-
laghi Azar, et al. Bootstrap your own latent-a new approach
to self-supervised learning. NeurIPS, 2020. 2, 4, 6

[20] Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross
Girshick. Momentum contrast for unsupervised visual rep-
resentation learning. In CVPR, 2020. 1, 2, 3, 5, 6

[21] Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross Gir-
shick. Mask R-CNN. In ICCV, 2017. 1, 3, 6

[22] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In CVPR,
2016. 2, 3
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