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Abstract

Motion style transfer is a common method for enriching
character animation. Motion style transfer algorithms are
often designed for offline settings where motions are pro-
cessed in segments. However, for online animation applica-
tions, such as real-time avatar animation from motion cap-
ture, motions need to be processed as a stream with mini-
mal latency. In this work, we realize a flexible, high-quality
motion style transfer method for this setting. We propose
a novel style transfer model, Style-ERD, to stylize motions
in an online manner with an Encoder-Recurrent-Decoder
structure, along with a novel discriminator that combines
feature attention and temporal attention. Our method styl-
izes motions into multiple target styles with a unified model.
Although our method targets online settings, it outperforms
previous offline methods in motion realism and style expres-
siveness and provides significant gains in runtime efficiency.

1. Introduction
Animators commonly seek to create stylized motions to

express the characters’ personalities or emotions, thus mak-
ing characters more lifelike. Since many computer anima-
tion techniques are based on motion capture data, the vari-
ety and diversity of the motion data play an essential role in
the quality of the resulting animation. However, a capture-
everything approach scales poorly if there is a need to cap-
ture every style, e.g., childlike or depressed, for every mo-
tion type. Hence, animators usually capture motion in a
neutral style and then stylize them by hand, which is again
laborious. This motivates automated methods for stylizing
existing motions according to desired target-style labels.

In this work, we develop a novel motion style transfer
framework capable of stylizing streaming input motion data
for online applications, which we define as Online Motion
Style Transfer. As shown in Fig. 1, current motion style
transfer methods [1, 5, 17, 19, 38, 54] with deep learning
models require a motion segment as input, and produce a
transferred motion segment as output, and where the input

(a) Offline motion style transfer.

(b) Online motion style transfer.

Figure 1. a) Offline motion style transfer processes motion seg-
ments, while b) online motion style transfer processes motions in
a stream.

segment has a minimum duration of 1 s. While these meth-
ods make significant progress on a difficult problem, with
a subset being described as being real-time [47, 57], they
still suffer from startup latency caused by waiting for the
multiple frames required as input. For online motion style
transfer, only the current frame is processed by the model,
which enables the direct processing of the stream of motion
data. We believe such transfer methods are more suitable for
many novel applications requiring streaming motion data.
For example, in animating a human avatar, motion is cap-
tured online to animate the virtual avatar in real-time, and
the streaming motion data needs to be processed with min-
imal latency. Online motion style transfer can also be eas-
ily incorporated into the workflows of real-time motion sys-
tems, such as games, interactive exhibitions, and augmented
reality with minimal additional latency.

Motion style transfer exists as a long-standing research
problem due to several difficulties, among many: (1) lack
of a standardized qualitative style representation for mo-
tions, (2) difficulty in handling and generating temporally
correlated data, (3) a lack of temporally registered motion
data in different styles. Several approaches [20, 46, 57, 60]
aim to solve this problem with manually designed mod-
els. However, they often fail to generalize well to large
motion datasets with various styles. Researchers have de-
veloped more scalable methods with the rapid progress of
deep learning machinery [1,6,17,36]. However, only a few
of them can transfer the motion to multiple target styles with
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a unified model [1, 38]. On top of the aforementioned chal-
lenges, online motion style transfer poses more difficulties
because style and content are ill-defined and unrecogniz-
able within one frame, yielding low-quality transfer results.
Current offline motion style transfer methods are commonly
conditioned on multiple input frames in order to understand
the motion semantics, thus realizing better transfer at the
cost of introducing non-trivial latency. Although offline
methods can be adapted to online settings by padding the
current frame with past frames, there is no mechanism to
guarantee the continuity among output frames.

To accomplish high-quality, efficient motion style trans-
fer with minimal latency, we embed knowledge regarding
the previous frames in the memory of the motion transfer
module in order to infer and track the style and content.
The transfer module is thus aware of the context of con-
tent and style even when only presented with the current
frame. We adapt the Encoder-Recurrent-Decoder (ERD)
framework to the online motion style transfer task by de-
signing novel recurrent residual connections to capture fea-
tures for each style. We name this novel architecture as
Style-ERD. In Style-ERD, we enable each residual connec-
tion to learn its own initial hidden state h0 conditioned on
the style and content label. The learned hidden states are vi-
tal to the responsiveness of the style transfer results. In ad-
dition, to produce temporally coherent motions, we design a
new discriminator with feature and temporal attention, FT-
Att Discriminator, to supervise the post-transfer style. As a
result, our deep learning model demonstrates a strong capa-
bility to perform the desired motion style transfer efficiently
and with minimal latency.

The contributions of this work are as follows: (1) We in-
troduce the online motion style transfer problem and aim to
stimulate future research into this area to facilitate real-time
animation applications. (2) We present a novel framework,
Style-ERD, as well as a new supervision module, FT-Att
Discriminator, achieving the goal of style transferring mo-
tion with minimum latency. Our style transfer framework
provides a 5× reduction in compute time, as compared with
the current state-of-the-art approach. (3) Our method can
transfer the motion into its stylistic counterpart with high
fidelity, showing better style transfer as compared to offline
methods.

2. Related Work

2.1. Motion Synthesis and Control

Motion synthesis has been a long-established research
problem in computer animation and computer vision. Early
methods are designed around motion graphs and search
algorithms [3, 25–28, 33, 43, 52], or Principle Component
Analysis (PCA) [4, 50]. These methods are typically non-
parametric in nature, in which case they demand large-and-

complete datasets with limited ability to generalize .
Recently, deep learning methods have also been applied

to motion synthesis, motivated by their potential for scal-
ability, generalization, and compute efficiency. Holden et
al. [18] introduced a feedforward neural network model
named Phase-Functioned Neural Networks (PFNN) with a
special weight blending mechanism. Further work built
upon the weight blending mechanism of PFNN and im-
proved its generalizability [61], interaction [48] and re-
sponsiveness [49]. Recurrent networks, including those en-
abled by Long Short-Term Memory (LSTM) and variations
thereof, are another widely adopted structure for motion
generation. Fragkiadak et al. [7] used the ERD framework
to predict the next pose given the current pose. Martinez
et al. [35] proposed a residual sequence-to-sequence archi-
tecture to learn differences between successive poses. The
ERD framework was further extended to generate animation
conditioned on keyframes [13, 14]. Given a physics-based
simulator, optimal control techniques [24, 41, 51] and rein-
forcement learning approaches [39,40,58,59] also tackle the
problem of motion generation with reference trajectories.

2.2. Image Style Transfer

Style transfer for images was explored in [9] through fea-
tures extracted by convolutional neural networks. Johnson
et al. [22] proposed a specific form of perceptual loss to ac-
celerate the process. Later, instance normalization (IN) was
proposed to normalize the style of image [53], allowing the
style to be manipulated by varying the mean and variance of
IN [21]. Recently, impressive progress has been made to-
wards enhancing picture quality [45,62], enabling user con-
trol [10, 42], improving runtime efficiency [8, 29, 30] and
accomplishing arbitrary style transfer [12, 21, 55]. In our
work, the content supervision module is inspired by percep-
tual loss [22] and the style normalization effects introduced
via IN [53].

2.3. Motion Style Transfer

In early work, Hsu et al. [20] proposed the use of a linear
time-invariant (LTI) model to represent motion style vari-
ance. Wu et al. [56] further improved the performance of
the LTI model by shortening the training time and simpli-
fying the inputs. Shapiro et al. [46] deployed Independent
Component Analysis (ICA) to separate motions into differ-
ent style components which can be adjusted to form styl-
ized motions. Spectral domain features have also been used
to capture the style differences between motions in a way
that is largely invariant to the content [60]. Xia et al. [57]
proposed a local mixture of autoregressive models to extract
the complex relationships between motion styles.

However, these models suffer from scalability issues and
can still be slow for runtime use, motivating a recent focus
on neural network methods. Holden et al. [17,19] propose a
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(a) Style transfer module: Style-ERD.

(b) Style and content supervision modules.

Figure 2. Framework overview. (a) The input frame is encoded, forwarded in the recurrent module, and finally decoded to the original
motion format in joint rotations. (b) At training time, the output motion segment is required to achieve the target style while preserving the
content.

style transfer framework composed of a pretrained motion
manifold to supervise content and Gram matrices to rep-
resent the style of the motion. In [47], the authors build
a pose network, a foot contact network and a timing net-
work with feedforward layers to achieve outstanding run-
time efficiency for motion style transfer. Aberman et al. [1]
adopt the IN together with the AdaIN layer applied in image
style transfer to the motion style transfer task, and propose
a transfer algorithm without requiring paired motion data.
Inspired by that, Park et al. [38] replace the 1D temporal
convolution structure with a spatial-temporal graph convo-
lution. A residual model can also be used to extract the style
ingredients of the motion [36]. Wen et al. [54] propose a
style transfer framework with generative flow.

Inspired by [1, 17], our framework adopts the two-way
constraints on style and content. In contrast to those previ-
ous deep learning models, our framework can operate with
a single input frame while delivering high-quality motion in
a target style and being considerably more computationally
efficient in an online setting.

3. Methodology
Our goal is to develop an online motion style transfer al-

gorithm with high-quality transfer and minimal latency. In
particular, we seek to reduce the number of input frames
needed at each timestep to synthesize the current frame of
the target style. However, with fewer input frames, the style
transfer model may err in interpreting the style and content.
We therefore leverage a recurrent model to maintain rele-
vant estimates of the style and content. Our framework con-
sists of three components: a style transfer module, a style
supervision module and a content supervision module. An
overview of our method is displayed in Fig. 2.

Inspired by the ERD framework [7], we name the style
transfer module as Style-ERD. It is characterized by multi-
ple recurrent residual connections and by hidden states that
have learned initial values which are conditioned on the in-
put. The novel recurrent residual connections play a key
role in the success of our method because the memory of
past frames provides style and content information regard-
ing the current frame while the residuals capture the fea-
tures of each style. The Style-ERD model achieves the goal
of style transfer from each single frame input in real-time.

The style transfer module (Style-ERD) delivers poor
style transfer when used with only a reconstruction loss.
Conditioning on style and content before and after the trans-
fer task can boost the style transfer effects. Both super-
vision modules take multiple frames of motion as input.
This multi-frame input to supervision modules does not hin-
der the online property of our method since the supervision
modules are unused at inference time. We propose a novel
attention mechanism that spans both feature space and tem-
poral space of the feature maps in the style discriminator,
FT-Att Discriminator, to enable the style transfer module
to avoid mode-collapse issues that would otherwise pre-
clude modeling the desired variety of style and content. The
content supervision module adopts the idea of perceptual
loss [22] with features that focus on the content of motion.

3.1. Architecture

Motion Transfer Module. Our style transfer module,
Style-ERD, consists of three parts: an encoder E to com-
press the input frame xt, a recurrent module R consisting of
residual connections to learn the offsets of different styles,
and a decoder D to map the latent code back to the trans-
ferred motion frame x′

t represented by joint rotations.
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Figure 3. FT-Att Discriminator structure. The discriminator forms
the weight matrix via an outer product between two attention vec-
tors, then applies the attention matrix on the extracted features via
a Hadamard product.

The input frame xt contains joint rotations in unit quater-
nions rt ∈ R4×J , joint positions offset by the root pt ∈
R3×J , and linear joint velocities vt ∈ R3×J at timestep t,
where J is the number of joints. Additionally, the encoder
is conditioned on the style label S and content label C of
the input frame xt while the decoder is conditioned on the
target style label, Ŝ. Both style and content labels are rep-
resented by one-hot vectors.

The encoder consists of a two-layer MLP (multilayer
perceptron) to compress the input to a low-dimensional
space, z. We choose to compress the input for two reasons:
(1) A low-dimensional latent space can simplify capturing
an abstracted style representation; and (2) With this low-di-
mensional bottleneck and the given training tasks, the en-
coder can normalize the style of the input frame to neutral.

The recurrent module is designed as a stack of LSTM
layers, i.e., R = [r0, r1, . . . , rnS

], with each one learning a
style offset of one specific style with respect to the neutral
style. Here, we assign the recurrent branch r0 to learn the
features of the neutral style, which serves as the basis for
all other style offsets. Then, the residual value computed by
the target style branch rŜ(zt) is added to the neutral branch
output, r0(zt). Thus, the operation of our recurrent module
can be expressed as: z′t = r0(zt) + rŜ(zt)

In addition, it is challenging to perform style transfer on
the first few frames because the memory of the LSTM lay-
ers may not have seen enough information to infer the nec-
essary style information. Common ways to initialize hid-
den states include setting the hidden states to zeros [31] or
random noise [63], and treating the initial hidden states as
parameters for the network to learn [13]. In order to en-
hance the performance on the first few frames, we propose
learning multiple initial states h0 = [h00 , h01 , . . . , h0nS

]
conditioned on the style label S and the content label C.
Specifically, assume there are nC different content labels;
the neutral branch r0 learns nC initial hidden states simul-
taneously and selects the one corresponding to the content

label. Similarly, each style branch learns its own initial hid-
den state for its corresponding style.

The conditional decoder D expands the latent code z′t
back to joint rotations in quaternions and linear joint veloc-
ities through four MLP layers, further conditioned on the
target style label Ŝ. Joint positions are also computed via
forward kinematics of joint rotations.
Style Supervision Module. We propose a novel discrim-
inator DS with an attention mechanism, FT-Att Discrim-
inator, to supervise the style transfer task. Fig. 3 shows
the structure of FT-Att Discriminator. Unlike the style
transfer module, our discriminator receives a segment of T
(T = 24) frames as input to infer the style of the input
motion. Each frame is represented by the concatenation of
joint positions offset by the root pt ∈ R3×J and linear joint
velocities vt ∈ R3×J as Aberman et al. [1] found positions
are more representative for styles than rotations.

The discriminator attempts to distinguish generated mo-
tions from real motion samples according to style labels S
and content labels C. We adopt a 1D temporal convolution
structure similar to [1, 32] to extract the 2D feature matrix
ms ∈ RC′×T ′

but add novel attention modules conditioned
on style and content. The intuition behind the attention
modules is that the discriminator should judge motion style
according to the desired style and its content by weighing
the features unevenly. The attention modules are comprised
of MLP layers with style and content labels as input, and
outputs feature attention vector wf ∈ RC′

and temporal at-
tention vector wt ∈ RT ′

. We then compute an outer product
between the feature attention wf and temporal attention wt

to form a weight matrix ws ∈ RC′×T ′
: ws = wf

⊗
wt. Fi-

nally, the weight matrix ws is applied to the feature matrix
ms via a Hadamard product, i.e., element-wise multiplica-
tion. Thus, given the feature map ms and weight matrix ws,
the output of the discriminator can be expressed as:

DS(pT , vT |S,C) =

C′∑
i=0

T ′∑
j=0

(ms ◦ ws)[i, j] (1)

Content Supervision Module. At the same time as trans-
ferring style, we expect the content of the motion to be unal-
tered. We apply perceptual loss [22] based on a pre-trained
content-classification network DC to preserve content. The
classification network follows the same convolution layers
as the discriminator while accepting joint rotations, joint
positions and velocities as input. Inspired by the style nor-
malization effects of IN [1, 21], each convolution layer is
followed by IN such that the classification network focuses
on the motion content and disregards the style.

3.2. Training

The training process is analogous to the training of the
standard Generative Adversarial Network [11]. As a gen-
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erator, the proposed style transfer module Style-ERD is
trained to reconstruct the input frame and to stylize the
frame to the target style to fool the discriminator, while the
objective of the FT-Att Discriminator is to distinguish the
transferred motions from real data samples. We add percep-
tual loss and further adopt a gradient penalty in the discrimi-
nator to improve the overall training process. For simplicity
and clarity, we use the notation (.)’ to indicate attributes of
the transferred results.
Reconstruction. Given a motion input xt and a target style
label Ŝ identical to the original style, the motion transfer
module should output an identical frame x′′

t = [r′′t , p
′′
t , v

′′
t ].

This reconstruction task can be viewed as an auxiliary
task to learn disentangled style variance for each residual
branch. The reconstruction loss is applied over the joint ro-
tations in quaternions rt, translational joint positions pt and
velocities vt:

Lquat(rt, r
′′
t ) =

∥∥cos−1(|rt · r′′t |)
∥∥2 , (2)

Lrect = Lquat(rt, r
′′
t )+

1

2
∥pt − p′′t ∥

2
+ ∥vt − v′′t ∥

2
, (3)

where Lquat denotes the quaternion difference represented
by the angle between two rotations in radians. More details
about Lquat can be found in the supplementary material.

Style Transfer. We adopt the Least Squares Generative Ad-
versarial Networks (LSGAN) [34] framework to train the
FT-Att Discriminator. We assume that neutral style mo-
tion serves as a common basis for other styles. At train-
ing time, we set the target styles of all neutral motions to
be any other existing style in the dataset, while motions in
other styles except neutral should be transferred to the neu-
tral style. With these training objectives, we expect the en-
coder E to normalize the input motion to a neutral style.
Therefore, the adversarial loss is applied to manipulate the
style of the motion by fooling the critic. At the same time,
the critic is trained to distinguish the fake generated motion
from the real motion sample:

Ladv =
∥∥∥Ds(p

′
T , v

′
T |Ŝ, C)

∥∥∥2 , (4)

Lcri = ∥Ds(pT , vT |S,C)− 1∥2

+
∥∥∥Ds(p

′
T , v

′
T |Ŝ, C)) + 1

∥∥∥2 . (5)

Gradient Penalty. GAN training is known to suffer
from instability and convergence issues, with multiple ap-
proaches proposed to address this issue [15, 16, 23, 37, 44].
In this work, we apply a gradient penalty on the real sam-
ples to prevent the discriminator from creating a non-zero

gradient orthogonal to the data manifold when the genera-
tor produces the true data distribution [37]:

Lgp =
∥∥∇x̂Ds(x̂)|x̂=(pT ,vT |S,C))

∥∥2 (6)

Perceptual Loss. In order to preserve content before
and after the transfer, we add a perceptual loss [22] Lper

to the generator with a pretrained multi-class content-
classification network DC . The perceptual loss encourages
the convolution feature maps ϕ extracted by the classifica-
tion network before and after the transfer to match:

Lper = ∥ϕ− ϕ′∥2 . (7)

The final loss applied to the motion style transfer module
(generator) is a weighted sum of reconstruction, adversarial,
perceptual loss while a gradient penalty is added to the dis-
criminator loss:

Lgen =

T∑
t=0

Lrect + wadvLadv + wperLper, (8)

Ldis = Lcri + wgpLgp, (9)

where we set wadv = 1, wper = 0.1 and wgp = 128.

4. Experiments
We test our framework based on the dataset provided

by Xia et al. [57]. We first compare the style transfer re-
sults with previous offline style transfer methods [1, 38].
We adopt the quantitative Fréchet Motion Distance (FMD)
metric proposed in [38] to evaluate the quality of the trans-
ferred results, which is a variant of the Fréchet Inception
Distance (FID) [16]. We train a denoising autoencoder as
the feature extractor for FMD. Additionally, we perform
qualitative evaluations on the transferred results according
to three criteria: style expressiveness, temporal consistency
and content preservation. Furthermore, we conduct a user
study to evaluate the quality of the transfer results, which is
described in the supplementary material. Second, we mea-
sure the runtime efficiency of our method, to assess fea-
sibility for use in real-time online applications. We also
demonstrate that insufficient input frames can degrade the
results of offline style transfer methods [1, 38], and that our
approach works well in the online transfer setting, with min-
imal latency. We then experiment with interpolation of the
style ingredients of the transfer module. Finally, we test the
generalization property of our methods. For better visual-
ization and comparison, we refer readers to our supplemen-
tary video and material.

4.1. Dataset

Our method is trained and tested on the dataset supplied
by Xia et al. [57]. The motion clips cover nS = 7 different
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Neutral run into angry style Neutral kick into sexy style Neutral jump into childlike style

Input Motion

Ours

Aberman et al. [1]

Park et al. [38]

Style Reference

(a) (b) (c)

Figure 4. Style transfer comparison: show the input motion, style transfer results produced by our method, the methods in Aberman et
al. [1] and in Park et al. [38]. Example artifacts are circled in red. Style reference is the existing input motion content in the target style, as
provided by the test set. Ideally, transferred results should resemble the style references, with the motion content remaining unchanged.

styles and nC = 5 distinct types of content. We down-
sample the original 120fps motion data to 60fps, which re-
sults in around 1500 motion clips in total. Each motion clip
spans between 28 to 80 frames. To ensure that the model
is agnostic to the choice of initial frame, we further split
each motion clip into multiple windows of T = 24 frames,
with an overlap of 4 frames. The motion clips are assigned
randomly into the training and test sets without any overlap.

4.2. Style Transfer Quality

Tab. 1 lists the FMD scores for our method and alter-
native approaches [1, 38]. Our method achieves the low-
est FMD, which is indicative of its transferred results be-
ing closer to real stylized motion samples, in a probabilis-
tic sense, than the alternative methods. Fig. 4 shows three

Method FMD↓ Ablation study FMD↓

Aberman et al. [1] 563.41 Ours w/ Lgen = Lrec 285.17
Park et al. [38] 190.94 Ours w/ Lgen = Lrec + Ladv 75.40
Ours 61.95 Ours w/ Lgen = Lrec + Lper 380.78

Ours w/o attention 382.57
Ours w/o learnt initial states 309.70

Table 1. Quantitative evaluations on our method and existing mo-
tion style transfer methods, as well as the ablation study results.

sets of style transfer results using our method and those pro-
posed by Aberman et al. [1] and Park et al. [38]. In addition
to the above objective measures, the motions transferred
with our method subjectively resemble the existing motions
in the target styles while Aberman et al. [1]’s method, which
is an unsupervised model, may exhibit a limited change of
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style (see Fig. 4c). Furthermore, our approach produces
consistent style effects throughout the motion cycle, while
results produced by [38] may contain artifacts at the begin-
ning and the end of the motion (see Fig. 4b). In terms of
content preservation, the content of the transferred motion
by our method is easily recognizable and remains identi-
cal to the input. In contrast, the motions produced by [1]
and [38] exhibit a degree of content variation after the style
transfer (see Fig. 4a and Fig. 4b). Our framework can
also stylize heterogeneous action sequences, i.e., one mo-
tion clip with multiple content types. Results are included
in the supplementary material.

4.3. Efficiency

We evaluate our method in an online setting based on
two criteria: (1) startup latency and (2) runtime. Startup
latency is important in an online motion transfer task be-
cause the delay can directly impact user interaction. In
Tab. 2, we list the runtime of our method and alternative
approaches [1,38,57], and the designed input length at train-
ing. Although those methods are not restricted to a particu-
lar length of input, we find they often have degraded motion
transfer when used with fewer input frames. Thus, the de-
signed input frames serve as an indicator for latency in a
streaming application. In Fig. 5, the motion transfer results
by [1, 38] contain noticeable artifacts on the rotation of the
limbs when only 10 frames are supplied as content input.
On the other hand, our framework can produce good motion
transfer results from the very beginning due to the learned
initial hidden states and recurrent structure.

We also measure the runtime for style transfer, per frame,
in an online setting and provide additional measurements
on multiple frames as reference. The runtime performance
is tested on a PC with NVIDIA GeForce GTX 1060 GPU
(6GB), with the exception of the measurements for [57], for
which use their documented results. Since previous meth-
ods [1,38] are not designed for online purposes, we pad the
current frame with the past 32 frames in the online runtime
tests. In terms of runtime, our method significantly outper-
forms the alternative transfer methods, providing a speedup
of a factor of 5 as compared to the second fastest runtime of
Park et al. [38], in the online setting. A shorter input win-
dow enables lower latency of handling streaming motion
data to produce realistic transfer results. Despite the method
introduced by Xia et al. [57] requiring the second shortest
input window, their algorithm operates much slower than
ours with the default k-nearest neighbors (kNN) implemen-
tation. Our method also achieves the fastest runtime when
transferring short motion segments. However, the sequen-
tial nature slows down the runtime of our method when used
in conjunction with a long input sequence, although this is
not our focus. In conclusion, our method outperforms pre-
vious style transfer methods by a large margin in both run-

Method Runtime (ms) Input Length
Online L=60 L=90 L=120 (frames)

Aberman et al. [1] 26.82 27.02 27.56 27.74 32
Park et al. [38] 10.21 10.20 10.24 10.25 64
Xia et al. [57] 18.10 217.2 325.8 434.4 5
Ours 1.73 7.47 10.18 13.22 1

Table 2. Runtime measurements in an online setting and different
input frame number L. Input length indicates the ideal length of
input segment, which relates to latency.

(a) Our method (b) Aberman et al. [1] (c) Park et al. [38]

Figure 5. Style transfer results of the first ten frames. Task: Neu-
tral walk into proud style. Noticeable artifacts of awkward joint
rations are circled in red.

(a) α = 0.0 (b) α = 0.3

(c) α = 0.6 (d) α = 1.0

Figure 6. Style interpolation. Task: Neutral walk into depressed
style. α = 0 is equivalent to reconstruction of input motion.

time and startup latency. Our method is sufficiently fast for
current online streaming applications at up to 120 Hz.

4.4. Style Interpolation

We also experiment with style interpolation. More
specifically, we set the latent code z′t to be either a linear
combination of two target styles Ŝ, S̃: z′t = r0(zt) + α ∗
rŜ(zt) + (1 − α) ∗ rS̃(zt), or a scaled value of a desig-
nated target style: z′t = r0(zt) + α ∗ rŜ(zt), where α is a
scalar in [0, 1]. As shown in Fig. 6, motions with different
style intensity can be produced by adjusting the coefficient
α of a single target style. In the supplementary material, we
demonstrate generating motions in a mixture of styles.

4.5. Generalizability

Motion capture data naturally contains significant vari-
ability due to motion speeds, the actor skeleton, etc.
The style transfer algorithm is likely to encounter out-of-
distribution motion data. To examine robustness to motion
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Input Motion from Mixamo Ours Aberman et al. [1] Park et al. [38]

(a) Neutral jump into proud

(b) Neutral run into angry

Figure 7. Generalization test: style transfer results for our method and alternative methods [1, 38] on motion data from Mixamo. Mixamo
motion data is unseen at training time and has different motion patterns. Some obvious artifacts are circled in red.

perturbations, we test our framework and the approaches
proposed in [1, 38] on retargeted public motion data from
Mixamo [2]. As shown in Fig. 7, our method can success-
fully transfer the unseen motion data to the desired style,
while the two alternative methods contain apparent artifacts.

5. Ablation Studies
We conduct extensive ablation studies to verify the rele-

vance of multiple components in our framework, including
each term in the generator loss Lgen, the attention mech-
anism in FT-Att Discriminator, and learned initial hidden
states. Quantitative measurements based on FMD are listed
in Tab. 1, which reveal the necessity of the modules in our
framework. Qualitative visualization for each ablation ex-
periment is included in the supplementary material.
Which terms matter in the loss function? The resid-
ual model has previously been proposed with a reconstruc-
tion loss to generate stylized motion by Mason et al. [36].
Therefore, we evaluate the need for the supervision mod-
ules, and set the training objective Lgen to be a pure regres-
sion task using Lrec in Eq. 3. As a result, we find that Style-
ERD fails to produce motions in the target style when only
trained on the reconstruction objective. Instead, the trans-
ferred motion is minimally different from the input motion.

Since the attention module in FT-Att Discriminator de-
pends on both content and target style labels, the discrim-
inator can theoretically supervise both style and content of
the motion. Thus, we remove the perceptual loss from the
generator loss, i.e., Lgen = Lrec+Ladv . We find that some
style transfer results experience obvious content changes af-
ter transfer without the content supervision module.

We also attempt to only remove the adversarial loss Ladv

from the generator loss, i.e., Lgen = Lrec + Lper. Without
the adversarial loss, the Style-ERD model behaves similarly
to an autoencoder, which can only reconstruct the input.

Can we discard the attention mechanism in the discrimi-
nator? We replace the proposed FT-Att Discriminator with
a standard multi-class discriminator used in [1, 32]. The
multi-class discriminator has a shared convolutional feature
extractor and individual heads for each style discrimination
task. We find that the full model produces results with more
expressive styles while the baseline discriminator fails to
capture some style features and contains artifacts.
Do learnable initial hidden states help? Instead of setting
the hidden states as learnable parameters, the initial hidden
states of LSTM layers are set to zero as done in [31]. We
find that the transfer results can exhibit a temporal shift,
especially for short motion clips. For example, the start of a
motion can be transferred to the middle stage of the motion
sequence.

6. Conclusion

In summary, we introduce a novel style transfer model,
Style-ERD, with the Encoder-Recurrent-Decoder structure
as a solution to the online motion style transfer problem.
In our style-modeling framework, the memory module en-
capsulates the style and content context of the past frames.
We incorporate learnable initial hidden states conditioned
on the input to enhance the responsiveness of our method.
Furthermore, we propose a new discriminator FT-Att Dis-
criminator with attention on both feature and temporal di-
mensions to supervise the style of the output. Our method
enables stylizing the input frame with a minimal delay while
significantly accelerating the transfer process in an online
setting. Compared with previous methods, our Style-ERD
model is able to produce more realistic style transferred mo-
tions while being robust to perturbations in the input. We
discuss the limitations and societal impact of our work in
the supplementary material.
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