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Abstract

The raw depth image captured by the indoor depth sen-
sor usually has an extensive range of missing depth values
due to inherent limitations such as the inability to perceive
transparent objects and limited distance range. The incom-
plete depth map burdens many downstream vision tasks,
and a rising number of depth completion methods have been
proposed to alleviate this issue. While most existing meth-
ods can generate accurate dense depth maps from sparse
and uniformly sampled depth maps, they are not suitable
for complementing the large contiguous regions of missing
depth values, which is common and critical. In this paper,
we design a novel two-branch end-to-end fusion network,
which takes a pair of RGB and incomplete depth images as
input to predict a dense and completed depth map. The first
branch employs an encoder-decoder structure to regress the
local dense depth values from the raw depth map, with the
help of local guidance information extracted from the RGB
image. In the other branch, we propose an RGB-depth fu-
sion GAN to transfer the RGB image to the fine-grained tex-
tured depth map. We adopt adaptive fusion modules named
W-AdaIN to propagate the features across the two branches,
and we append a confidence fusion head to fuse the two out-
puts of the branches for the final depth map. Extensive ex-
periments on NYU-Depth V2 and SUN RGB-D demonstrate
that our proposed method clearly improves the depth com-
pletion performance, especially in a more realistic setting
of indoor environments with the help of the pseudo depth
map.

1. Introduction
Nowadays, depth sensors have been widely used to pro-

vide reliable 3D spatial information in a variety of ap-

∗Corresponding authors.
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Figure 1. Showcases of the raw depth maps (top) collected by
sensors from the SUN RGB-D dataset [36] and the corresponding
depth completion results (bottom) of our method.

plications, such as augmented reality, indoor navigation,
and 3D reconstruction tasks [8, 20, 42]. However, most
existing commercial depth sensors (e.g., Kinect [26], Re-
alSense [16], and Xtion [2]) for indoor spatial perception
are not powerful enough to generate a precise and lossless
depth map, as shown in the top row of Fig. 1. These sensors
often produce many hole regions with invalid depth pixels
due to transparent, shining, and dark surfaces as well as too
close or too far edges, and these holes significantly affect
the performance of downstream tasks on the depth maps
(a.k.a., depth images). To address the issue from imperfect
depth maps, there have been a lot of approaches to recon-
struct the whole depth map from the raw depth map, called
depth completion. As RGB images provide rich color and
texture information compared with depth maps, the aligned
RGB image is commonly used to guide the depth comple-
tion of a depth map. To be more specific, the depth comple-
tion task is usually conducted as using a pair of raw depth
and RGB images captured by one depth sensor to complete
and refine the depth values.

Recent studies have produced significant progress in
depth completion tasks with convolutional neural net-
works (CNNs) [3, 12, 17, 23, 29, 32]. Ma and Karaman [23]
introduced an encoder-decoder network to directly regress
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the dense depth map from a sparse depth map and an RGB
image. The method has shown great progress compared to
conventional algorithms [21,34,39], but its predicted dense
depth maps are often too blurry. To further generate a more
refined completed depth map, lots of works have recently
arisen, which can be divided into two groups with different
optimization methods. The first group of works [3, 22, 29]
learn affinities for relative pixels and iteratively refine depth
predictions. These methods highly rely on the accuracy of
the raw global depth map and suffer the inference ineffi-
ciency. Other works [12, 17, 18, 32] analyze the geometric
characteristic and adjust the feature network structure ac-
cordingly, for instance, by estimating the surface normal or
projecting depth into discrete planes. These methods re-
quire depth completeness without missing regions, and the
model parameters may not be efficiently generalized to dif-
ferent scenes. In any case, the RGB image is merely used
as superficial guidance or auxiliary information, and few
methods deeply consider the textural and contextual infor-
mation. At this point, the depth completion task is more or
less degraded to a monocular depth estimation task that is
conceptually simple but practically difficult.

More remarkably, most of the above methods [3, 18, 23]
uniformly randomly sample a certain number of valid pix-
els from the dense depth image draw and dgt to mimic the
sparse depth map d∗ for training and evaluation, respec-
tively. Such sampling strategy is credible in some scenes,
such as the outdoor range-view depth map generated by
LiDAR. However, the sampled patterns are quite different
from the real missing patterns, such as the large missing
regions and semantic missing patterns shown in Fig. 1, in
indoor depth maps. Therefore, though existing methods
are shown to be effective for completing uniformly sparse
depth maps, it remains unverified whether they perform well
enough for indoor depth completion.†

To solve these problems, we propose a novel two-branch
end-to-end network to generate a completed dense depth
map for indoor environments. Inspired by generative ad-
versarial networks (GANs) [14,15,24,27], we introduce the
RGB-depth Fusion GAN (RDF-GAN) for fusing an RGB
image and a depth map. RDF-GAN maps a conditional
RGB image from the RGB domain to a dense depth map
from the depth domain through the latent spatial vector gen-
erated by the incomplete depth map. We further design a
constraint network to restrict the depth values of the fused
map, with the help of weighted-adaptive instance normal-
ization (W-AdaIN) modules and a local guidance module.
Afterwards, a confidence fusion head concludes the final
depth map completion.

In addition, we propose an exploitation technique, which
samples raw depth images to produce pseudo depth maps
for training. According to the characteristic of the indoor

†Please refer to Section 1 of the supplementary for more discussions.

depth missing, we utilize the RGB images and semantic la-
bels to produce masking regions for raw depth maps, which
is more realistic than the simple uniform sampling. Ex-
periments show that the model learning from pseudo depth
maps can more effectively fill in large missing regions for
raw depth images captured indoors.

Our main contributions are summarized as the following:
• We propose a novel end-to-end GAN-based network,

which effectively fuses a raw depth map and an RGB im-
age to reproduce a reasonable dense depth map.

• We design and utilize the pseudo depth maps, which are
in line with the raw depth missing distribution in indoor
scenarios. Training with pseudo depth maps significantly
improves the model’s depth completion performance, es-
pecially in more realistic settings of indoor environments.

• Our proposed method achieves the state-of-the-art per-
formance on NYU-Depth V2 and SUN RGB-D for depth
completion and proves its effectiveness in improving
downstream task performance such as object detection.

2. Related Work

Depth Completion. Recent works have extensively ap-
plied deep neural networks for depth estimation and com-
pletion tasks with remarkable improvements. Ma and Kara-
man [23] used an encoder-decoder structure with CNNs to
predict the full-resolution depth image directly from a set
of depth samples and RGB images. On this basis, some
methods incorporating additional output branches to assist
in the generation of depth maps have been proposed. Qiu et
al. [32] produced dense depth using the surface normal as
the intermediate representation. Huang et al. [12] applied
the boundary consistency to solve the issue of vague struc-
tures. Lee et al. [18] introduced the Plane-Residual repre-
sentation to interpret depth information and factorized the
depth regression problem into a combination of discrete
depth plane classification and plane-by-plane residual re-
gression. Zhang et al. [40] uses GANs to solve both seman-
tic segmentation and depth completion tasks in outdoor sce-
narios. Cheng et al. [3] proposed the convolutional spatial
propagation network (CSPN) and generated the long-range
context through a recurrent operation to lessen the bur-
den of directly regressing the absolute depth information.
Park et al. [29] improved CSPN by non-local spatial and
global propagations. These methods prove that the encoder-
decoder network can effectively perform depth completion
and obtain a more refined depth map through additional op-
timization. In this work, we extend the encoder-decoder
structure to build our depth completion model.

RGB-D Fusion. The fusion of both RGB and depth data
(a.k.a., the RGB-D fusion) is essential in many tasks such as
semantic segmentation and depth completion. While most
existing methods [23, 25] only concatenate aligned pixels
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Figure 2. The overview of the proposed end-to-end depth completion method. The architecture consists of two main components: the
RDF-GAN branch and the constraint network branch. The generator of RDF-GAN generates a fused depth map, which is distinguished
as real/fake by the discriminator. The local guidance module and W-AdaIN share the features across stages. The confidence fusion head
merges the fused depth map and local depth map generated by the two branches to produce the final prediction.

from RGB and depth features, more effective and advanced
RGB-D fusions have been proposed recently. Cheng et
al. [4] designed a gated fusion layer to learn the differ-
ent weights of each modality in different scenes. Park et
al. [30] fused multi-level RGB-D features in a very deep
network through residual learning. Du et al. [6] proposed a
novel cross-modal translate network to represent the com-
plementary information and enhance the discrimination of
extracted features. In this work, we design the two-branch
structure and the W-AdaIN modules to better capture and
fuse RGB and depth features.

Generative Adversarial Networks. Generative adver-
sarial networks (GANs) have achieved great success in a va-
riety of image generation tasks such as image-style transfer,
realistic image generation, and image synthesis. Mirza et
al. [27] proposed the conditional GAN to direct the data
generation process by combining the additional information
as a condition. Karras et al. [15] introduced a style-based
GAN to embed the latent code into a latent space to affect
the variations of generated images. Ma et al. [24] proposed
a GAN for infrared and visible images. In this work, we use
a GAN-based structure fusing RGB images and depth maps
to generate dense depth maps with fine-grained textures.

3. Method

In this section, we describe our end-to-end depth com-
pletion method, as shown in Fig. 2. The proposed model
takes a raw (noisy and possibly incomplete) depth map
and its corresponding RGB image as the input, and out-
puts the completed and refined dense depth map estimation.
The model mainly consists of two branches: a constraint

network branch (Section 3.1) and an RGB-depth Fusion
GAN (RDF-GAN) branch (Section 3.2). The constraint net-
work and RDF-GAN take a depth map and an RGB image
as the input, respectively, and produce their depth comple-
tion results. To fuse the representations between the two
branches, a local guidance module and a series of interme-
diate fusion modules called W-AdaIN (Section 3.3) are de-
ployed at different stages of the model. Finally, a confi-
dence fusion head (Section 3.4) combines the outputs of the
two channels and provides more reliable and robust depth
completion results. Moreover, we introduce the training
strategy with pseudo depth maps (Section 3.5) and describe
the overall loss function for training (Section 3.6).

3.1. Constraint Network Branch

The first branch is composed of a constraint network,
which reproduces a local full-resolution depth map and a
confidence map through a convolutional encoder-decoder
structure. The encoder-decoder structure is based on
ResNet-18 [10] and pre-trained on the ImageNet dataset [5].
As illustrated in Fig. 3 and the bottom-left part of Fig. 2,
given the raw depth image draw ∈ RH×W×1 and the
RGB image r, the network outputs a dense local depth map
dl ∈ RH×W×1 and a local confidence map cl ∈ RH×W×1.

The input of this branch is a concatenation of the one-
channel raw depth image draw and the two-channel local
guidance map g from the RGB image. Given this input,
the encoder downsamples the feature size to H

32 ×
W
32 and

expands the feature dimension to 512. The encoder M(·)
learns the mapping from the depth map to the depth la-
tent space z as the fused depth feature information for
RDF-GAN. The decoding stage applies a set of upsampling
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Figure 3. An Illustration of the constraint network.
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Figure 4. An example of projecting an RGB image to color grada-
tions (top) and projecting a depth map to different depth planes.

blocks to increase the feature resolution with skip connec-
tion from the encoder. The output of the decoder is a local
depth map and its corresponding local confidence map.

3.2. RDF-GAN Branch

To generate the fine-grained textured and dense depth
map, we propose the second branch in our model, which
is a GAN-based structure for RGB and depth image fu-
sion. Different from most existing fusion methods that di-
rectly concatenate inputs from different domains, our fusion
model, named as RDF-GAN, is inspired by the conditional
and style GANs [15, 27]. As illustrated in the top-left part
of Fig. 2, we use the depth latent vector mapping from in-
complete depth image as the input and the RGB image as
the condition to generate a dense fused depth prediction and
a fused confidence map, and use a discriminator to distin-
guish the real (ground truth) depth images from generated
ones. The generator G(·) has a similar structure to the con-
straint network. Given the crosseponding RGB image r as

the condition, the generator G(·) with the depth latent vec-
tor z generates a fused dense depth map df and a fused
confidence map cf ∈ RH×W×1 for the scene. The latent
vector z propagates the depth information to the RGB im-
age using the proposed W-AdaIN described in Section 3.3.
We distinguish the fused depth map df and the real depth
image dgt by the discriminator D(·), whose structure is
based on PatchGAN [14]. We adopt the objective function
of WGAN [9] for training RDF-GAN. To be more specific,
the RDF-GAN loss includes the discriminator loss LD and
the generator loss LG:

LD = E
draw∼Draw

[D(G (M(draw )) |r]− E
dgt∼Dgt

[D(dgt |r)],

(1)
LG = λgL1(G(M(draw))− E

draw∼Draw

[D(G (M(draw )) |r] ,

(2)
where draw and dgt are the raw and ground-truth depth im-
ages drawn from the domains Draw and Dgt, respectively.

3.3. Feature Fusion Modules

To allow the feature information to be shared across all
stages of the two branches, we design the local guidance
module and W-AdaIN and apply them in the network.

Local Guidance Module. We adopt U-Net [33] as a
feature extractor to produce a local guidance map g ∈
RH×W×2 from an RGB image r ∈ RH×W×3. The first
and the second channels of the local guidance map repre-
sent the foreground probability and semantic features, re-
spectively. Therefore, the local guidance module can guide
the constraint network to focus on local depth correlations.

W-AdaIN. As shown in Fig. 4, we project depth pix-
els of the depth map into multiple discretized depth planes,
according to the distance between the depth pixels and a
pre-defined set of discrete depth values. Local regions are
easier to be classified into the same depth plane because
they have similar depth values. We also find that similar
color gradations in a local region usually have similar depth
values. Hence, we propose a W-AdaIN module for fusing
the features of RGB and depth images. It is extended from
AdaIN [15] and is defined as:

W-AdaIN(z, fr) = A · ys ·
(
fr − µ(fr)
σ(fr)

)
+B · yb, (3)

where fr is the feature map of RGB image; A =
Attention(z) and B = Attention(fr) are the weight
matrices that are generated by the self-attention mecha-
nism [38] on z and fr, respectively; ys and yb are the spa-
tial scaling and bias factors obtained by affine transforma-
tions [15] with the latent matrix z; µ(·) and σ(·) are the
mean and variance, respectively. By its design, A assigns
similar weight values to the regions with similar depth val-
ues. Similarly, B smoothes the depth blocks by assigning
similar weight values of the local similar color gradations.
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Figure 5. Visualizations of the proposed pseudo depth map and
five sampling methods. GT represents the reconstructed (ground-
truth) depth map. The shown pseudo depth map is generated from
the raw depth image by applying all sampling methods together.

3.4. Confidence Fusion Head

In our framework, either branch has its role. The RDF-
GAN branch estimates the missing depth based on the textu-
ral features of the RGB image but may produce obvious out-
liers, i.e., estimation deviations from the raw depth values.
The constraint network branch, with an encoder-decoder
structure, generates a locally accurate depth map by relying
more on valid raw depth information. Hence, we introduce
the confidence maps [37] to integrate the depth maps from
two branches by a confidence fusion head, which is shown
in the right of Fig. 2. We introduce the confidence maps [37]
of both branches to assign more attention to reliable depth
prediction regions through the learned confidence. In gen-
eral, the local depth map obtains higher confidences in re-
gions whose raw depth values are more accurate, while the
fused depth map has higher confidences in large missing
and noisy regions. The sum of the two depth maps weighted
by the corresponding confidence maps is the final depth pre-
diction, which is formulated as:

dpred(i, j) =
ecl(i,j) · dl(i, j) + ecf (i,j) · df (i, j)

ecl(i,j) + ecf (i,j)
. (4)

3.5. Pseudo Depth Map for Training

Most existing depth completion methods are trained and
evaluated with the random sparse sampling method [18, 23,
29]. The sampled depth map mimics outdoor depth well,
but its depth distribution and missing patterns are quite dif-
ferent from the real indoor depth completion scene. The
randomly downsampled depth pixels cover almost all areas
of the scene, while the missing depth pixels in indoor en-
vironments usually form continuous areas. Hence, we pro-
pose a set of synthetic methods to produce depth maps for
model training, which rely on RGB images and semantic
masks to map the raw depth image to reasonable incom-
plete (pseudo) depth maps. Pseudo depth map mimics the
depth missing patterns and is more like real raw depth data
than the randomly sampled depth maps.

We design five methods to obtain the pseudo depth map:
(1) Highlight masking. We segment the regions of prob-

ably specular highlights [1] in RGB images and mask
them in raw depth maps.

(2) Black masking. We randomly mask the depth pixels
whose RGB values are all in [0, 5] (i.e., dark pixels).

(3) Graph-based segmentation masking. We mask the
probably noisy pixels of depth maps obtained by
graph-based segmentations [7] on RGB images.

(4) Semantic masking. As depth values for objects with
some particular materials are usually missing, we mask
one or two objects randomly by their semantic labels
and only keep depth pixels on their edges.

(5) Semantic XOR masking. We train U-Net [33] on 20%
of the training set of RGB images and use the trained
model to segment the other RGB images. We mask
the depth pixels where the segmentation result and
ground-truth are different, i.e., conducting the XOR
operation on the segmentation results and the ground-
truth to obtain the masking.

Finally, we randomly pick and combine the mask from
the above five methods to generate the pseudo depth map,
mimicking a more plausible missing depth distribution. The
pseudo depth maps are used to train a more robust depth
completion model for indoor scenarios. More details can be
found in Section 2 of the supplementary.

3.6. Loss Function

We use the L1 loss on the local depth map and final pre-
diction. The overall loss function is defined as:

Loverall = LD + LG + λlL1(dl) + λpredL1(dpred), (5)

where λg in Eq. 2, λl, and λpred are weight hyperparame-
ters for different terms in the loss function, which are set to
be 0.5, 1, and 10, respectively.

4. Experiments
4.1. Datasets and Metrics

We conducted experiments on two widely-used bench-
marks: NYU-Depth V2 [28] and SUN RGB-D [36].

NYU-Depth V2. The NYU-Depth V2 dataset [28] con-
tains pairs of RGB and depth images collected from Mi-
crosoft Kinect in 464 indoor scenes. Densely labeled im-
age pairs are split into the training set with 795 images and
the test set with 654 images, and each set includes RGB
images, raw depth images from sensors, labeled (recon-
structed) depth maps, and segmentation masks. Following
existing methods, we utilized the unlabeled ∼50K images
for training and the labeled 654 images in the test set for
evaluation. The input images were resized to 320×240 and
center-cropped cropped to 304×228.
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Setting Method RMSE ↓ Rel ↓ δ1.25 ↑ δ1.252 ↑ δ1.253 ↑

R ⇒ T

DC-BCS [12] 0.271 0.016 98.1 99.1 99.4
RGB-GU [37] 0.260 0.017 97.9 99.3 99.7
MS-CHN [19] 0.190 0.018 98.8 99.7 99.9
DM-LRN [35] 0.205 0.014 98.8 99.6 99.9
NLSPN [29] 0.153 0.015 98.6 99.6 99.9

Ours 0.139 0.013 98.7 99.6 99.9

R∗ ⇒ T

Sparse2Dense [23] 0.335 0.060 94.2 97.1 98.8
CSPN [3] 0.500 0.139 85.7 92.9 96.3

NLSPN [29] 0.348 0.043 93.0 96.7 98.5
Ours 0.309 0.053 93.6 97.6 99.0

T ∗ ⇒ T

Sparse2Dense [23] 0.230 0.044 97.1 99.4 99.8
CSPN [3] 0.117 0.016 99.2 99.9 100.0

3coeff [13] 0.131 0.013 97.9 99.3 99.8
DGCG [17] 0.225 0.046 97.2 − −

DeepLidar [32] 0.115 0.022 99.3 99.9 100.0
NLSPN [29] 0.092 0.012 99.6 99.9 100.0

PRR [18] 0.104 0.014 99.4 99.9 100.0
Ours 0.103 0.016 99.4 99.9 100.0

Table 1. Quantitative results on the NYU-Depth V2 dataset. R and
T represent the raw and reconstructed depth map, respectively.
·∗ represents the random sparse sampling, where Spares2Dense
and DGCG in T ∗ ⇒ T use 200 pixels and others use 500 pixels.

SUN RGB-D. The SUN RGB-D dataset [36] contains
10,335 RGB-D images captured by four different sensors.
This dataset, with different scenes and sensors, is diverse
and helpful to effectively evaluate model generalization.
Besides, its dense semantic annotations and 3D bounding
boxes enable the evaluations of more training strategies and
downstream tasks. Following the official split, we used
4,845 images for training and 4,659 for testing in 19 ma-
jor scene categories. We used the refined depth map based
on multiple frames [36] as the ground truths for evaluation.
The input images were resized to 320×240 and randomly
cropped to 304×228.

Evaluation Metrics. We adopted three metrics for the
dense depth prediction evaluation: root mean squared er-
ror (RMSE), absolute relative error (Rel), and δi, which is
the percentage of predicted pixels whose relative error is
within a relative threshold [23].

4.2. Comparisons with State-of-the-Art Methods

NYU-Depth V2. To draw a comprehensive performance
analysis, we set up three different training and evaluation
schemes. In the test, we use three different inputs to predict
and reconstruct depth maps T respectively, which are raw
depth maps R, sparse depth maps with randomly sampled
500 valid depth pixels in raw depth map R∗, and sparse
depth maps with randomly sampled 500 valid depth pixels
in reconstructed depth map T ∗. For more descriptions of
the schemes, please refer to Section 3 in the supplementary.
The performance comparison of our method and the other
state-of-the-art methods on NYU-Depth V2 are shown in
Tab. 1. Given the results, we concluded the following:

• R ⇒ T : We used the pseudo depth maps generated

R ⇒ T RMSE ↓ Rel ↓ δ1.25 ↑ δ1.252 ↑ δ1.253 ↑
Sparse2Dense [23] 0.329 0.074 93.9 97.0 98.1

CSPN [3] 0.295 0.137 95.6 97.5 98.4
DeepLidar [32] 0.279 0.061 96.9 98.0 98.4

NLSPN [29] 0.267 0.063 97.3 98.1 98.5
Ours 0.255 0.059 96.9 98.4 99.0

Table 2. Quantitative results on the SUN RGB-D dataset.

in Section 3.5 as the input to train the proposed model
and NLSPN [29]. Meanwhile, we compared with sev-
eral baselines [12, 19, 35, 37] that are trained in the syn-
thetic semi-dense sensor data [35]. Compared to all the
baselines, our proposed method improves significant per-
formance, especially on RMSE and Rel. We selected
two representative scenes and visualized our prediction
results in the last column of Fig. 6. The model trained by
pseudo depth maps produced more accurate and textured
depth predictions in the missing depth regions.

• R∗ ⇒ T : Following the previous works [3, 18, 23, 29],
we used the RGB image and the sparse depth map with
randomly sampled depth pixels of raw depth image as the
input for training. In the test stage, the input was the same
as that for training, and the reconstructed depth map was
used as the ground truth. We observed that our model out-
performed the baseline with big margins on RMSE. The
qualitative results were shown in the second and fourth
rows of Fig. 6. Our method accurately predicts the con-
tour of the sofa and smooth windows in red boxes com-
pared to other methods. This proves that our dense depth
predictions are well integrated with the textural informa-
tion of RGB images by the RDF-GAN branch.

• T ∗ ⇒ T : The setting is consistent with most existing
works of depth completion [3, 18, 23, 29]. Our model
without any iteration processing is only lower than the
NLSPN [32] (but ours is 1.5× faster in inference time
than NLSPN). The visualizations shown in the first and
third rows of Fig. 6 as well as Fig. 7 further indicate the
superiority of our method.

• As shown in green boxes of Fig. 6, the downsampled in-
put from the reconstructed depth map (T ∗ ⇒ T ) reveals
ground truth depth values, which is unavailable in prac-
tice, to the models. This supported the claim that the raw
input setting (R ⇒ T ) is more practicable for realistic
indoor depth completion.
SUN RGB-D. On SUN RGB-D, we adopted the pseudo

depth maps as the input and the raw depth data as the ground
truth for training. In the test set, the raw depth image and
the depth map synthesized by multiple frames were used
as the input and the ground truth, respectively. In Tab. 2,
our proposed method achieves the best performance in most
metrics. From the visualization results in Fig. 1, our model
complements the missing depth regions as much as possible
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GT/Raw Sparse Depth Sparse2Dense CSPN NLSPN Ours RGB/Ours+Pseudo

Figure 6. Depth completion comparisons of different methods with different training strategies and inputs on NYU-Depth V2. The first
and third rows take sparse samples on reconstructed depth maps as the input (T ∗ ⇒ T ). The second and fourth rows take sparse samples
on raw depth maps as the inputs (R∗ ⇒ T ). The last column shows the result of our model trained with pseudo maps (R⇒ T ).

GTRGB Sparse Depth Sparse2Dense CSPN NLSPN Ours

Figure 7. Depth completion comparisons on NYU-Depth V2 with T ∗ ⇒ T . Our model recovers more textural details in the red boxes.

Setting λg λl λpred RMSE ↓ Rel ↓ δ1.25 ↑
A - - X 0.207 0.032 97.8
B X - X 0.212 0.038 97.8
C - X X 0.174 0.025 98.3

D 0.5 1 10 0.103 0.016 99.4

Table 3. Quantitative comparisons of different L1 loss settings.

with more detailed texture information for different sensors.

4.3. Ablation Studies

We conducted ablation studies with the setting of T ∗ ⇒
T on the NYU-Depth V2 dataset.

Settings of λs. We investigated the effects on model
performance in different settings of λs in the loss function,
and the results are shown in Tab. 3. We compared the fol-
lowing four settings and found that including all L1 loss

RGB (a) λg (b) λl (c) λg + λl

Figure 8. Qualitative comparisons of different L1 loss settings.

terms leads to the best model. In Setting A, we only cal-
culated the L1 loss for the final depth prediction, and in
Setting B, both L1 losses for the final depth prediction and
fused depth map were calculated. In these two settings, the
model overly focused on textural information resulting in
generating many local outliers, as shown in Fig. 8(a), and
the predicted depth values in many regions had a large de-
viation from the ground-truth values. In Setting C, we took
the L1 losses for the local depth map and the final depth
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Module Method RMSE ↓ REL ↓ δ1.25 ↑

Fusion Head Conv. 0.118 0.022 99.0
Confidence Fusion 0.117 0.019 99.1

Local Guidance

Concat. 0.113 0.017 99.2
U-Net 0.107 0.016 99.4

U-Net (I) 0.106 0.016 99.4
U-Net (N) 0.101 0.015 99.5

Stage Fusion
IN 0.106 0.016 99.4

AdaIN 0.110 0.017 99.3
W-AdaIN 0.103 0.016 99.4

Table 4. Ablation study results for different modules. ‘Conv.’
means the convolution operation for the concatenation of the out-
puts from the two branches. ‘U-Net (I)’ and ‘U-Net (N)’ represent
pre-training with ImageNet and NYU-Depth V2, respectively.

Method mAP@25 mAP@50

VoteNet [31] 59.07 35.77
Ours+VoteNet [31] 60.64 37.28

H3DNet [41] 60.11 39.04
Ours+H3DNet [41] 61.03 39.71

Table 5. Performance comparisons of 3D object detection results
with the raw and completed depth maps on SUN RGB-D.

prediction. Although its performance is slightly better, as
the model degenerated to the encoder-decoder structure, the
depth completion result was shaped towards a blurry depth
image, as shown in Fig. 8(b). Calculating L1 for both
branches (Setting D) is the final setting we adopted, which
obtained significant improvement in all metrics and gener-
ated the reasonable depth prediction, as shown in Fig. 8(c).

Modules. On the basis of the two-branch structure, we
evaluated the impact of different modules by comparing
them with alternative components. Based on the results
shown in Tab. 4, we observe the following:

• For the fusion head, the confidence fusion performs bet-
ter than the convolution operation (Conv.). In addition,
Fig. 9 shows the fused confidence map of an RGB im-
age. The confidence values are high for the foreground
objects with richer textural information. It indicates that
RDF-GAN makes better use of rich textural information
to improve the depth completion.

• Using the local guidance module clearly improves the
performance. The modules using U-Net [33] are better
than the method of the direct concatenation (Concat.) of
RGB and depth images, and pre-training on ImageNet [5]
further boosts the performance. By utilizing additional
semantic information of the test scenes, i.e., pre-training
U-Net with semantic segmentation on NYU-Depth V2,
our method can achieve even better performance.

• For the stage fusion modules, W-AdaIN outperforms the
others (IN [11] and AdaIN [15]) by a clear margin.

0

1

RGB Image Fused Confidence Map

Figure 9. Visualization of the confidence map from RDF-GAN.

Raw Point Cloud Completed Point Cloud

Figure 10. Visualizations of point clouds converted by the depth
map. The green boxes are the predicted bounding boxes of the
detected objects. The red points are the points inside the boxes.

4.4. Object Detection on the Completed Depth Map

We used the completed depth map as the input of the 3D
object detection task on the SUN RGB-D dataset [36] to
evaluate the quality of our depth completions. Two SOTA
models, VoteNet [31] and H3DNet [41], were used as the
detectors. Tab. 5 shows that the two models both obtain a
significant improvement with our completed depth map. As
shown in Fig. 10, the point cloud converted from the com-
pleted depth map contains more points and better covers the
shape of the object than the raw depth map. More discus-
sions can be found in Section 4 of the supplementary.

5. Conclusion
In this work, we propose a novel two-branch end-to-

end network for indoor depth completion. We design the
RDF-GAN model to produce the fine-grained textural depth
map and restraint it by a constraint network. In addition,
we propose a novel and effective sampling method to pro-
duce pseudo depth maps for training indoor depth com-
pletion models. Extensive experiments have demonstrated
that our proposed solution achieves state-of-the-art on the
NYU-Depth V2 and SUN RGB-D datasets.
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