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A. More Experiments

A.1. Results with the ZS3 setting

Apart from the generalized ZS3 (GZS3), we also report
the results achieved with the ZS3 setting, in the evaluation
of which the models only predict unseen labels c ∈ U (see
more details in the Sec. 3.1 of our main paper.), and the pix-
els belong to the seen classes are ignored. The results on
COCO-Stuff [1] are reported in Tab. 1. Since most of the
existing studies do not report the results with the ZS3 set-
ting, we compared with the SPNet [8] and re-implemented
it with FPN and CLIP [7] text embeddings for building a
baseline, i.e., SPNet-FPN. The results on ADE20k-Full [9]
are reported by Tab. 2.

Table 1. Results on COCO-Stuff with the ZS3 setting. The re-
sult of SPNet is directly taken from its original paper [8], and
SPNet-FPN is our re-implementation of the SPNet [8] with FPN
and CLIP [7] text embeddings, which can be considered as a base-
line.

methods backbone class embed. mIoU unseen
SPNet [8] R-101 ft+w2v 35.2

SPNet-FPN R-50 clip text 41.3
ZegFormer-seg R-50 clip text 48.8

ZegFormer R-50 clip text 61.5

A.2. Speed and Accuracy Analyses

Analyses of the Computational Complexity. Given C
as the number of channels in a feature map, K as the num-
ber of classes, H × W as the size of feature maps that are
used for pixel-wise classification, and N being the num-
ber of segments in an image, the complexity of the clas-
sification head in the pixel-level zero-shot classification is
O(H ×W ×C ×K), while the complexity of the classifi-
cation head of our decoupling formulation is O(N×C×K).
N is usually much smaller than H×W . For instance, in our
COCO-Stuff experiments, N is 100, but H × W is larger
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Table 2. Results on ADE20k-Full achieved with the ZS3 setting.
All the models use R-50 as a backbone and CLIP [7] as text em-
beddings.

methods mIoU unseen
SPNet-FPN 7.4

ZegFormer-seg 9.4
ZegFormer 18.7

Table 3. Results on COCO-Stuff (171 classes) achieved with the
GZS3 setting. The FPS is tested on images with the short side of
640 with a single GeForce RTX 3090.

methods seen unseen harmonic FPS
SPNet-FPN 32.3 11 16.4 17.0

ZegFormer-seg 37.4 21.4 27.2 25.5
ZegFormer 35.9 33.1 34.4 6.0

than 160 × 160. Therefore, when K is large, pixel-level
zero-shot classification will be much slower than the pro-
posed decoupling formulation of ZS3.

Speed and Accuracy Experiments. We compare the
speeds of ZegFormer, ZegFormer-seg, and the SPNet-FPN.
All these three models use R-50 with FPN as a backbone.
ZegFormer-seg is an implementation for the decoupling for-
mulation of ZS3, while SPNet-FPN is our implementation
for pixel-level zero-shot classification. ZegFormer is our
full model, with a branch to generate image embeddings
(see Sec. 3.2 of our main paper for details.) As shown
in Tab. 3 and Tab. 4, the ZegFormer-seg performs better
than SPNet-FPN in both speed and accuracy on COCO-
Stuff and ADE20k-Full. The ZegFormer improves the
ZegFormer-seg by 12 points in term of mIoU of unseen
classes on COCO-Stuff, and still remains an acceptable
FPS. We can also see that the speed of SPNet-FPN is slow
on ADE20k-Full. This verifies that the speed of pixel-level
zero-shot classification is largely influenced by K (number
of classes), as we have discussed before.
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Table 4. Results on ADE20k-Full (847 classes) achieved with the
GZS3 setting. The FPS is tested on images with the short side of
512 with a single GeForce RTX 3090.

methods seen unseen harmonic FPS
SPNet-FPN 9.2 0.9 1.6 7.9

ZegFormer-seg 18.9 1.3 2.4 31.3
ZegFormer 19.7 5.6 8.7 6.3

Table 5. Comparisons with different backbones. In the supervised
evaluation, only the pixels of seen classes are evaluated, while the
pixels of unseen classes are ignored. The generalized zero-shot
evaluation is GZS3, which has been introduced in Sec. 3.1. We can
see that SPNet-FPN with R-101 is comparable with ZegFormer-
seg R-50 in the supervised semantic segmentation, but much lower
than ZegFormer-seg with R-50 in the GZS3 evaluation. S: seen, U:
unseen, and H: harmonic.

Supervised GZS3
method backbone S S U H FPS

SPNet-FPN R-50 38.5 32.3 11.0 16.4 17.0
SPNet-FPN R-101 40.7 34.6 11.6 17.3 16.2

ZegFormer-seg R-50 40.3 37.4 21.4 27.2 25.5

A.3. Comparisons with Different Backbones.

Since the ZegFormer-seg with R-50 is better than SPNet-
FPN with R-50 in the supervised semantic segmentation,
we also report the results of SPNet-FPN with R-101. From
Tab. 5, we can see that the SPNet-FPN with R-101 is com-
parable with ZegFormer-seg in the supervised evaluation,
but much lower than ZegFormer-seg with the GZS3.

B. More Visualization Results
We visualize the results of ZegFormer-Seg with R-50

and SPNet-FPN with R-50. The two models are trained
on COCO-Stuff with 156 classes, and required to segment
847 classes. The visualization results are shown in Fig. 1,
and Fig. 2.

C. More Implementation Details
Our code will be released for the reproduction.

C.1. HyperParameters

Following [3], we use a FPN [6] structure as the pixel
decoder of ZegFormer and SPNet-FPN. The output stride
of the pixel decoder is 4. Following [2, 3], we use 6 Trans-
former decoder layers and apply the same loss after each
layer. The mask projection layer in ZegFormer consists of
2 hidden layers of 256 channels. During training, we crop
images from the original images. The sizes of cropped im-
ages are 640 × 640 in COCO-Stuff, and 512 × 512 in the
ADE20k-Full [9] and PASCAL VOC [4]. During testing,
we keep the aspect ratio and resize the short size of an im-
age to 640 in COCO-Stuff, and 512 in the ADE20k-Full and

Table 6. Influence of prompt ensemble.

method prompt ensemble seen unseen harmonic
ZegFormer ✗ 35.4 32.7 34.0
ZegFormer ✓ 35.9 33.1 34.4

PASCAL VOC.

C.2. Prompt Templates
Following the previous works [5, 7], for each category,

we used multiple prompt templates to generate the text em-
beddings then ensemble these text embeddings by averag-
ing. The following is the prompt templates that we used in
ZegFormer:

’a photo of a {}.’,
’This is a photo of a {}’,
’This is a photo of a small {}’,
’This is a photo of a medium {}’,
’This is a photo of a large {}’,
’This is a photo of a {}’,
’This is a photo of a small {}’,
’This is a photo of a medium {}’,
’This is a photo of a large {}’,
’a photo of a {} in the scene’,
’a photo of a {} in the scene’,
’There is a {} in the scene’,
’There is the {} in the scene’,
’This is a {} in the scene’,
’This is the {} in the scene’,
’This is one {} in the scene’,

To see the influence of prompt templates ensemble, we set a
baseline by using only one prompt template, (i.e., “A photo
of the {} in the scene.”) The comparisons are shown in
Tab. 6. We can see that the prompt ensemble will slightly
improve the performance.
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Figure 1. Results on COCO-Stuff. ZegFormer-seg is our proposed model as an implementation of decoupling formulation of ZS3, while
the SPNet-FPN is a pixel-level zero-shot classification baseline. Both the two models are trained with only 156 classes on COCO-Stuff,
and required to segment with 847 class names. We can see that the pixel-level zero-shot classification is totally failed when there is a large
number of unseen classes. In the yellow box are the unannotated category in COCO-Stuff but segmented by our model.
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Figure 2. Results on COCO-Stuff. ZegFormer-seg is our proposed model as an implementation of decoupling formulation of ZS3, while the
SPNet-FPN is a pixel-level zero-shot classification baseline. Both models are trained with only 156 classes on COCO-Stuff, and required
to segment with 847 class names. In the yellow box are the unannotated category in COCO-Stuff but segmented by our model.
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