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1. L2 norm of anchors and features
In Sec. 3.3, we mention that the L2 norm of anchors

and feature representations are usually different. Therefore,
we combine the norm of target features and the direction
of corresponding anchors to estimate the mean of surrogate
source distribution, which is µ̂s

k = ∥f̄ t
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, k ∈ C.
As shown in Fig. 1, we visualize the L2 norm of the mean
of feature representations classwisely for both source and
target domains, where f̄s

k =
∑

i f
s
i,k∑

xs
i
∈Ds

1(ys
i=k) and f̄ t

k =∑
i f

t
i,k∑

xt
i
∈D′

t
1(ŷt
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. Meanwhile, the L2 norm of source anchors

wG
k is also shown in Fig. 1. It can be clearly seen that the

gap between the norm of anchors and features is huge.
Besides, the norm of the bias term bGk of the classifier G

is even smaller, specifically ∥bGk ∥2 < 2e-3, so it’s reason-
able to omit this term in Eq. 1. The general form of classifier
function is ŷi = G(fi) = argmaxk f

⊤
i wG

k + bG
k , k ∈ C.

2. Avoiding overlaps of surrogate distributions
We use multiple µ̂s

k with different L2 norms to
construct class-conditioned surrogate source distributions
N sur

k (µ̂s
k, Σ̂

s
k), and then sample surrogate features from dif-

ferent distributions. As shown in Fig. 2, surrogate features
of different classes start to overlap as the L2 norm of µ̂s

k

becomes smaller. This is the reason for the severe perfor-
mance drop shown in Tab. 5 of Sec. 4.3.

3. Reversing surrogate features to image space
To clearly demonstrate the diverse semantic information

contained by surrogate features derived from SDE, we re-
versely map the class-conditioned surrogate features back to
the image space and show the results in Fig. 3. Since there
is no closed-form inverse function for the convolutional fea-
ture extractor f = F(x), we adopt the reverse mapping
algorithm proposed in [2] by utilizing a BigGAN [1] pre-
trained on ImageNet. Specifically, given a fixed pretrained
generator G, the class-conditioned image derived from a
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Figure 1. L2 norm of anchors and feature representations.

random noise vector z is denoted as x = G(z|k), where
k is the class label. If the feature representation of a gener-
ated image is identical to a given surrogate feature, then this
generated image can represent the reversely mapped image
of the given surrogate feature. Thus, we can find the de-
sired image xi corresponding to a given surrogate feature
fsur
i,k ∼ N sur

k by solving for a specific noise vector
z∗ = argmin

z
∥ F(G(z|k))− fsur

i,k ∥2 ,

and xi = G(z∗|k) is the mapped image. By mapping fea-
tures back to the image space, we can directly observe the
intra-class semantic richness of sampled surrogate features.

We use the standard gradient descent to solve the above
equation and choose the Real-world domain of Office-
Home dataset to conduct reverse mapping and visualization,
since the images in Rw domain are similar to those of the
ImageNet dataset.
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Figure 2. Features sampled from surrogate source distributions with different µ̂s
k.
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Figure 3. Visualization result of class-conditioned surrogate features reversed to image space on Rw domain of Office-Home dataset.


