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In this supplementary material, we provide further in-
formation about FaceFormer, including detailed explana-
tion of the FaceFormer architecture and the training details
(Sec. 1), implementations of baseline methods (Sec. 2), the
additional information about user study (Sec. 3) and a de-
tailed illustration of periodic positional encoding (Sec. 4).

1. Implementation Details
Network architecture. The overall architecture of Face-

Former is illustrated in Fig. 2 of the main paper. In the en-
coder, the TCN is followed by a linear interpolation layer,
which down/up samples the input to a given size determined
by the frequency of the captured facial motion data. The in-
terpolated outputs are then fed into 12 identical transformer
encoder layers. For each transformer encoder layer, the
model dimensionality is 768 and the number of attention
heads is 12. Next, a linear projection layer is added on
top of the transformer encoder layers, converting the 768-
dimensional features to d-dimensional speech representa-
tions (d = 128 for BIWI and d = 64 for VOCASET).

The motion encoder is a fully-connected layer with d
outputs and the style embedding layer is an embedding layer
with d outputs. The FaceFormer decoder has one decoder
layer. The periodic positional encodings (PPE) have the
same dimension as the motion encoder so that the two can
be summed. For both the biased causal MH self-attention
and the biased cross-modal MH attention, we employ 4
heads and set the model dimensionality to d. The dimen-
sion of the FF layer is 2048. Similar to the encoder, the
residual connections and layer normalizations are applied
to the two biased attention layers and the FF layer. Finally,
a fully-connected layer with v outputs is applied as the mo-
tion decoder (v = 70110 for BIWI and v = 15069 for VO-
CASET).

Training. We use the Adam optimizer with a learning
rate of 1e-4. The parameters of the encoder are initialized
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with the pre-trained wav2vec 2.0 weights. During train-
ing, only the parameters of TCN are fixed. The models are
trained for 100 epochs. The period p is set to 25 for BIWI
and 30 for VOCASET.

2. Baseline Methods
As mentioned in the main paper, we compare Face-

Former with two state-of-the-art methods, VOCA [1] and
MeshTalk [2], on both the BIWI and VOCASET datasets.
For comparisons on BIWI, we use the original implemen-
tation of VOCA from their codebase1. Specifically, we
train and test the VOCA model on BIWI. For compar-
isons on VOCASET, we directly use the provided trained
VOCA model from their codebase and test it on VOCA-
Test. Besides, we implement MeshTalk to the best of our
understanding. We train and test MeshTalk on BIWI and
VOCASET, respectively. One difference is the design of
the UNet-style decoder: We modified the number of fully-
connected layers from 7 to 3, as we found the original de-
coder would lead to overfitting due to the limited number of
identities in BIWI and VOCASET.

3. User Study
The designed user interface on Amazon Mechanical

Turk (AMT) is shown in Fig. 1. To avoid Turkers’ selecting
an option randomly, we add one or two qualification testing
videos for each HIT (human intelligence task). As shown in
Fig. 2, Turkers could not submit their answers successfully
if they failed to pass the hidden test. A warning message
would pop up asking for checking the videos carefully be-
fore making the choices. Our recruitment requirement is
that the Turkers have finished over 5000 HITs before and
have an approval rate of at least 98%. In total, 576 A vs. B
pairs (192 videos × 3 comparisons) are created for BIWI-
Test-B, and 240 A vs. B pairs (80 videos × 3 comparisons)
are created for VOCA-Test. For each HIT (human intelli-
gence task), the AMT interface shows four video pairs in-

1https://github.com/TimoBolkart/voca
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Figure 1. Designed user interface on AMT. Each HIT contains four video pairs and here only one video pair is shown due to the page limit.

Figure 2. Screen shot of the warning message.

cluding the qualification test in randomized order, and the
Turker is instructed to judge the videos w.r.t two questions:
“Comparing the two full faces, which one looks more real-
istic?” and “Comparing the lips of two faces, which one is
more in sync with audio?”.

4. Periodic Positional Encoding

Fig. 3 provides the illustration of how PPE works. The
“Original PE” has the problem in generalizing to longer se-
quences. Making “PE” periodic (“PPE”) can improve the
generalization ability. Meanwhile, the temporal bias (“TB”)

Figure 3. Detailed illustration of periodic positional encoding.

in Fig. 4 of the main paper brings the relative position in-
formation to each period and encourages the model to look
at nearer previous lip motions. “ALiBi” directly removes



“PE”, which improves the generalization but is less robust
when encoding the temporal order information, especially
for our case where adjacent frames have subtle motion vari-
ations. Thus, “TB+PPE” realizes the tradeoff between “PE”
and “ALiBi”.
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