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Appendix
1. Logits Normalization

In this section, we first analyze the effect of temperature
hyperparameter in the naive logits distillation loss and give
the mathematical demonstration of Theorem 1.

1.1. Mathematical Derivation

Suppose that pre-softmax logits produced by teacher and
student networks are v;” = Cy(q;") and v; = Cy(g;). The
traditional knowledge distillation methods [2,3] usually use
a softmax layer to produce the posterior distillation p;, e.g.,
given the input v;, the posterior distillation is:

k
pl(k) _ eXP(Ui( )/T) k= 1’2, ...,K7 (1)

s exp(v /1)

where K is the class number, k is the class index. vi(k)
and p;®) is the predicted logit value and the probability of
the Ky, class, respectively. 7 > 0 is a temperature scaling
parameter that controls the sharpness of the output distri-
bution. According to Eq.1, we obtain the soft probability
distributions of teacher and student as follows:
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The naive logits distillation loss £;4 can be expressed as:

K
k), Dy
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where D1, (pj ||p;) denotes the KL divergence between p;
and p;. The gradient of the loss L£;4 relative to the student’s
logits v; (%) is computed as:
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If the temperature 7 is high compared with the magnitude
of the logits v;(*) | we have:

exp(v;®) /1) ~ v, 1+ 1,7 > 0, . (6)

> exp(om)

Then we can approximate Eq.5 to:
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Assuming that the logits have been zero-meaned separately
for each sample [2] so that ZjK:1 ;@) = ZjK:1 v 0 _ 0,
Eq.7 simplifies to:

0L 1 w/r vj"“’/f)
Ov; (%) Tr K K ®)
1 (k)
- K72 (Ui(k) _vj )

Denoting the normalized logits of student and teacher as v;
and v;", respectively:

+
= Vi o+ Ys
v; = v, = (9)
Sl ol
where || - || refers to L2 norm of the vector, Eq.8 can be

formed as:

0L N 1
81}i(k) - K2
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(10)

From Eq.10, we find that |[v;|| and ||v;"|| dynamically
change during training and the temperature 7 reacts with the
continuously updated ||v;"|| that can be considered as the
compensate for ||v;"||. We argue that if the magnitude of the
teacher and student logits are normalized, the temperature
7 used to compensate for this magnitude needs no more
consideration (7 always equals 1). What’s more, the magni-
tude of the teacher and student logits bring obstacles to the
optimizing process, and the temperature 7 correspondingly
has a great impact on the distillation performance.

1.2. Invariant Classification Results

Next, we prove the invariance of classification results
before and after logits normalization. Suppose that the
pre-softmax logits produced by a classification network is
v; € RE and the soft probability distribution is p; € R¥,
where K is the class number. We can get the indexes of
the descending ordered elements of a vector by using the
function argsort(-). The descending ordered indexes of the
elements in v; and p; are the same, that is:

argsort(v;) = argsort(p;). (11)
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Dimention AWAL1 AWA?2 CUB FLO APY

‘ U S H U S H U S H U S H U S H
w/o projector | 63.4 782 700 | 643 780 705 | 650 552 597|635 763 693|431 385 407
256 61.1 833 705 | 60.8 853 71.0|68.0 549 608|626 789 698|396 469 429
512 674 812 73.6| 653 823 728|673 655 664 | 661 865 749 | 452 463 457
1024 646 799 715|581 834 685|664 563 609|648 793 713|411 398 405
2048 66.5 79.6 725 |64.6 799 714|672 59.6 632|648 835 73.0| 331 436 376

Table 1. The results of ICCE built without (w/o) or with different dimensional projectors. The best results are marked in bold.

Case AWAL AWA2 CUB FLO APY
v § H|U S H|U S H|U S H|U S H

=1 [650 797 716| 65 794 715|679 586 629|651 80.3 719|340 451 388
7=10 |672 804 732|621 833 712 |7L7 57.5 638|655 793 717|393 313 349
7=20 | 644 8L8 720|624 837 7TL5|69.7 578 632|642 860 73.6|351 477 404
7=50 | 657 811 726|606 839 704 |7L1 600 651|644 840 729|319 579 411

Pl 72100 | 666 805 729|623 832 712|681 635 657|658 808 725|385 492 432
7=150 | 647 810 72.0 | 617 822 705|700 616 655|651 833 73.1|47.6 402 43.6
7=250 | 667 77.6 717|625 816 708|708 567 630|658 810 726 |37.1 375 373

t]7=1 |674 812 736|653 823 728|673 655 664|661 865 749|452 463 457

Table 2. The impact of temperature hyperparameter in the logits distillation loss. T and I denote two ways to produce soft posterior
distribution. } indicates that straightly applying softmax operation with different temperatures 7 on the teacher and student output logits. {
denotes using regular softmax operation (7 = 1) on the normalized logits. The best results are marked in bold.

Decay rate () | AWAL | AWA2 | CUB | FLO | APY
0.9 721 | 711 | 646 | 72.1 | 45.7
0.91 72.1 | 717 | 66.4 | 742 | 432
0.93 716 | 717 | 650 | 749 | 41.0
0.95 726 | 712 | 647 | 734 | 41.4
0.97 722 | 724 | 638 | 73.0 | 42.3
0.98 710 | 728 | 653 | 73.7 | 449
0.99 73.6 | 705 | 639 | 72.1 | 43.8

Table 3. The effect of different teacher decay rates (£) on harmonic
mean H, the best results are marked in bold.

Zooming out each element in v; by [|v;||, the relative
scale of them will not be changed, that is:

(k)
G = k=12
[lvs|

2, K

12)

argsort(v;) = argsort(v;).

The descending ordered indexes of the soft probability
distribution p; produced by the normalized logits v; keep
the same with that of v;:

argsort(v;) = argsort(p;). (13)

Combining Eq.11, Eq.12, Eq.13, we can get:

argsort(p;) = arsort(p;) = argsort(v;) = argsort(v;).

14
From the above equation, it can be inferred that the predict-
ed classification results stay the same whether normalizing
the logits or not.

2. Additional Ablations

Existence of the projector. In Table 1, we discuss the
GZSL classification results of our ICCE without or with
different dimensional projectors. As introduced in [!], the
projection improves the representation quality of the input
embeddings; we find that including a projection head is
crucial. When adopting a projector, the accuracies of seen
class are further boosted, indicating that more information
is maintained in the embedding space. From Table 1,
we notice that 512 dimensional projector constrains the
embedding better, significantly improving the performance.
Effect of temperature hyperparameter. In Table 2, we
study the impact of temperature hyperparameter in the
logits distillation loss. 1 and 1 denote two ways to produce
soft posterior distribution: (1) straightly applying softmax
operation with different temperatures 7 on the output logits
(denotes as t); (2) applying regular softmax operation (7 =
1) on the normalized logits (denotes as ). From Table 2,
we find out that 7 greatly impacts the GZSL classification
performance. Searching for a proper 7 is quite difficult
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Figure 2. The results of harmonic mean H in GZSL with respect to different loss weights n and .

and time-consuming. However, if we normalize the output
logits, the temperature used to compensate logits magnitude
needs no more consideration (7 always equals 1), and the
results achieve the best in all cases.

Effect of teacher decay rate. In Table 3, we compare the
harmonic mean H effected by different teacher decay rates
(&) on five datasets. We observe that our method benefits
from different £ on different datasets. For instance, on
AWAL1 and AWA?2, a large decay rate will lead to best results
(0.99 for AWAI, 0.98 for AWA?2), while on CUB, FLO,
and APY, a smaller £ achieves better performance (0.91 for
CUB, 0.93 for FLO, 0.9 for APY).

Influence of 5 and ~. In Figure 1, we explore the
influence of loss weight 5 and ~ in the self-distillation
embedding module. We cross-validate the two parameters
in [0.0001, 0.001,0.01,0.1,1] and plot the H values with
respect to various parameter pairs. When applying different
parameters, the results change relatively. Our method
achieves the best results when 5 = v = 0.01 on AWAI
and AWA?2, 8 =+ = 0.001 on CUB, FLO, and APY.

Exploration of n and . In Figure 2, we investigate
the loss weight n and ¢ in the overall objective function
of ICCE (Eq.13 in the main paper). We cross-validate
the two parameters in [0.0001,0.001,0.01] and plot the H
values with respect to various parameter pairs. Our method
achieves the best results when n = ¢ = 0.001 on AWALI,
AWA?2, CUB, FLO, and APY.
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