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Network Architecture
We designed the architectures of the disparity estimation network and the spectral reconstruction network based on the

Disparity Decoder presented in the previous work [1]. The detailed architectures are shown in Fig. 1 of the next page. Each
network consists of a contractive part and an expanding part with long-range links between them. The contracting part
contains convolution layers with the strides of 2, resulting in a total downsampling factor of 128. The expanding part of
the network then gradually and nonlinearly upsamples the feature maps by also taking into account the features from the
contractive part. Convolutional filter sizes decrease towards deeper layers of the network: 7×7 for the first and second layers,
5×5 for the following two layers and 3×3 for the layers after the fifth layer. In total, each network has 32 convolution layers
and each of them is followed by ReLU. The final layer is followed by a scaled sigmoid non-linearity which constrains the
output to the range between 0 and the maximum.
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Figure 1. Detailed architectures of the disparity estimation network (top) and the spectral reconstruction network (bottom).


