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In this document, we provide additional materials to sup-
plement our main submission. In Sec. 1, we introduce the
detailed process of our dataset annotation. In Sec. 2, we
give a thorough comparison between our Causal-VidQA
dataset and other existing datasets. In Sec. 3, we provide a
series of ablation experiments in our Causal-VidQA dataset.

1. Dataset Annotation
Our annotation can be divided into three stages: in-

stance segmentation annotation, rational video selection,
and question-answer annotation. As mentioned in the main
submission, before the annotation, we have 546,882 unbro-
ken videos longer than 9s from Kinetics-700 [10].
Instance Segmentation Annotation. In traditional video
question-answering, the instances in questions and answers
are usually described by text, such as the man in blue or
the second woman from the right side. However, in com-
plex scene, the text would call for multiple attributes to pin-
point the described instances, which may direct the core of
question-answering task to video object grounding. Since
reasoning is the center task of our Causal-VidQA dataset,
we perform instance segmentation annotation to assign the
semantic labels to different instances in the video clips.

Considering that manually annotating the whole
Kinetics-700 dataset is too expensive and time-consuming,
we choose to combine the image instance segmentation
(IIS) and video instance segmentation (VIS) together to
finish the instance segmentation annotation, where the VIS
requires the instance segmentation mask of the first frame
in each video clip to proceed the instance segmentation of
the rest frames. During instance segmentation annotation,
we first convert each video clip into multiple frames with
frame rate as 10 FPS. Then we employ the IIS model
and VIS model to extract the instance segmentation mask
and label of each instance in these frames. Finally, we
reorganize these frames into a consecutive video clip with
the same frame rate, 10 FPS. For the IIS model, we choose
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the widely used Mask R-CNN [4] with ResNet-101 [5] as
backbone pre-trained on Microsoft COCO [12] instance
segmentation dataset to infer the instance segmentation
mask and label of the first frame. For the VIS model,
we choose CFBI [18] with ResNet-101 [5] pre-trained
on Youtube-VOS [17] to infer the instance segmentation
masks of the following frames. To ensure that enough
interactions exist in video clips, we keep the video clips
with more than two segmented instances. After the instance
segmentation annotation, we have 310,934 video clips left.
Rational Video Selection. After the automatic instance
segmentation annotation, many videos are still irrational for
video reasoning. Our main concerns can be summarized as:
1. there are some wrongly annotated videos (e.g., wrong
label, incomplete segmentation); 2. some video clips are
unqualified for reasoning (e.g., the scene is too simple or
too complex, the video is too vague). Therefore, we arrange
20 undergraduate students to select the rational video.

For the first concern, the correct object segmentation is
defined as: 1. correct labels are assigned in more then 80%
video frames; 2. the segmentation covers more than 70%
of the objects in all video frames. Based on the above def-
initions, the selection rules are defined as: if the number
of the correctly segmented objects is larger than one, the
corresponding video clip is selected as rational video clip.
Note that, the wrong segmentations in the rational video clip
are annotated and deleted. For the second concern, we de-
sign the following irrational rules to select rational video:
1. the scene contains no human-object and human-human
interaction (too simple); 2. the scene contains more than
20 human-object and human-human interactions (too com-
plex); 3. the scene contains more than 10 persons (too com-
plex); 4. the segmented objects is too vague to be recog-
nized by annotators. A video clip that is judged as rational
in both concerns will be regarded as rational video. After
the rational video selection, we have 27,183 video clips left.
Question-Answer Annotation. In the question-answer an-
notation stage, we hire 40 undergraduate students as anno-
tators and randomly divide them into 20 groups. In each
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Dataset
Visual
Type

Visual
Source Annotation Description Explanation Prediction Counterfactual #Video/Image #QA

Video
Length (s)

Motivation [15] Image MS COCO Man X X X × 10,191 - -
VCR [22] Image Movie Clip Man X X X × 110,000 290,000 -

MovieQA [14] Video Movie Stories Auto X X × × 548 21,406 200
TVQA [11] Video TV Show Man X X × × 21,793 152,545 76

TGIF-QA [8] Video TGIF Auto X × × × 71,741 165,165 3
ActivityNet-QA [20] Video ActivityNet Man X X × × 5,800 58,000 180

Social-IQ [21] Video YouTube Man X X × × 1,250 7,500 60
CLEVRER [19] Video Game Engine Man X X X X 20,000 305,280 5

V2C [2] Video MSR-VTT Man X X × × 10,000 115,312 30
NExT-QA [16] Video YFCC-100M Man X X × × 5,440 52,044 44
Causal-VidQA Video Kinetics-700 Man X X X X 26,900 107,600 9

Table 1. Comparison between Causal-VidQA and other visual understanding benchmarks on images and videos. Causal-VidQA a new
challenging video question-answering benchmark for real-world reasoning with manual annotations. It introduce a wide range of rea-
soning tasks including scene description, evidence reasoning and commonsense reasoning with four types of questions (i.e. description,
explanation, prediction and counterfactual.

group, one annotator (questioner) is in charge of questions
and the other (answerer) is in charge of answers and rea-
sons. The questioners are expected to report videos that are
hard to pose effective questions and raise four high quality
questions (description, explanation, prediction, and coun-
terfactual) for each video. The answerers are expected to
check the quality of the questions first, answer the good
questions with proper reason if needed, and return the bad
ones back to the corresponding questioners for improve-
ment. To guarantee that these annotators are qualified, we
train and evaluate them before the annotation. Consider-
ing that each video clip in Kinetics-700 has its own action
label, we assign the video clips with the same action cat-
egory to the same group to ensure that the questions and
answers do not overlap. For the description and explana-
tion question, the questioner is asked to select a question
type from a drop-down menu to balance different question
types. Note that, for the main instances in the video clips,
we have their fine-grained segmentation masks and labels.
Therefore, the questioners are required to propose about
75% questions based on the segmentation labels (e.g., [per-
son 1] and [person 2] in Figure 1 of the main submission)
and 25% questions without using the segmentation labels.
Concerning whether to use segmentation labels when an-
notating answers, we adopt the same rule as for annotating
questions. Further, in the multi-choice generation, we also
require that all distractors have same segmentation labels as
corresponding video clips. Finally, all the questions with
the answers and reasons are further reviewed by the authors
of this work. After the question-answer annotation, we have
26,900 video clips from 666 action categories along with
107,600 questions, 107,600 answers, and 53,800 reasons.

2. Dataset Comparison
In Table 1, we give a detailed comparison between our

dataset and other existing visual reasoning dataset from

data source, question type, and statistics information. From
data source, we use the largest human action video dataset,
where the videos are from daily life. However, some of ex-
isting datasets either use images as the visual input [22] or
use the videos from unrealistic scenes [11,14,19] Compared
our Causal-VidQA with other existing datasets in terms of
question type, we can find that descriptive questions ex-
ist in all datasets, since descriptive questions are the base
of visual understanding. Whereas, the explanatory ques-
tions also exist in most datasets, because some datasets, like
MovieQA [14], TVQA [11], TGIF-QA [8], ActivityNet-
QA [20], regard the spatio-temporal questions as explana-
tory questions, where we only include the questions started
with “why” and “how” as the explanatory questions. For the
predictive and counterfactual questions, only three datasets
contain these types of questions, but they either focus on
image or focus on virtual game environment, which are far
from real-world video reasoning.

3. Ablation Study

In this section, we discuss several settings that would po-
tential affect the performance of existing methods, includ-
ing video input, question type, question length, segmenta-
tion label feature, guidance of question and dataset split.

3.1. Video Input

In this section, we analyze the effect of video sampling
rates and the video representation based on HGA [9] with
on-the-shelf BERT as text representation. For the effect of
video sampling rates, we change the number of segments
in range of [0, 16] with the step as 4 to plot the perfor-
mance variance in Figure 1 (a), where 0 indicates BlindQA
[6]. From Figure 1 (a), we can find that as the number
of segments changes, the accuracy for all types of ques-
tions first increase and then get stable, where 8 is enough



Method AccD AccE AccP AccC Acc
CoMem [3] 57.27 (-6.81) 51.08 (-11.71) 26.20 (-5.21) 26.24 (-6.31) 40.20 (-6.97)

HME [1] 59.05 (-4.31) 52.24 (-9.21) 24.18 (-4.74) 25.04 (-5.89) 40.12 (-6.03)
HGA [9] 62.46 (-3.21) 60.97 (-2.54) 26.69 (-5.53) 34.02 (-0.12) 46.07 (-2.85)
B2A [13] 62.44 (-3.77) 59.89 (-3.03) 25.38 (-5.77) 33.25 (-1.91) 45.49 (-3.62)

Table 2. Results of training on four types of questions separately. + (resp., -) in brackets represents the improvement (resp., drop) compared
with the results in Table 2 of the main submission. D, E, P, and C stand for descriptive, explanatory, predictive and counterfactual questions.

Method AccD AccE AccP AccC Acc
CoMem [3] 60.06 (-4.02) 59.07 (-3.72) 29.99 (-1.42) 31.01 (-1.54) 45.03 (-2.68)

HME [1] 58.97 (-4.39) 57.07 (-4.38) 27.93 (-0.99) 30.16 (-0.77) 43.53 (-2.63)
HGA [9] 61.45 (-4.22) 59.19 (-4.32) 31.33 (-0.89) 33.37 (-0.91) 46.33 (-2.59)
B2A [13] 62.10 (-4.11) 58.93 (-3.99) 30.14 (-1.01) 34.19 (-0.97) 46.59 (-2.52)

Table 3. Results of training without segmentation label feature. + (resp., -) in brackets represents the improvement (resp., drop) compared
with the results in Table 2 of the main submission. D, E, P, and C stand for descriptive, explanatory, predictive and counterfactual questions.

Figure 1. (a) Results with different numbers of clips. (b) Results
with different video representations. D, E, P, and C stand for de-
scriptive, explanatory, predictive and counterfactual questions.

to achieve competitive results. Besides, comparing the im-
provement gained by different types of questions, we can
find that the improvement for descriptive questions is the
most significant, which reflects that the descriptive ques-
tions count more on visual representation. For the effect of
video representation, we evaluate on five combinations of
motion and appearance features, including motion and ap-
pearance (I3D+ResNet, C3D+ResNet), only motion (I3D,
C3D), and only appearance (ResNet). The experiment re-
sults are shown on Figure 1 (b), where we can find that (1)
the combination of motion and appearance feature always
outperforms only using one of them, which indicates that
the motion and appearance information can complement
with each other; (2) the performance of I3D outperforms
C3D with/without ResNet, which shows I3D as an inflated
extension of 2D CNN can match better with ResNet in fea-
ture space. Similar observation was also found in [7, 16].

3.2. Question Type

These four types of questions emphasize different visual-
language interaction, which may restrain the performance
among each other. Therefore, we analyze the effect of ques-
tion type based on CoMem [3], HME [1], HGA [9], and
B2A [13] with on-the-shelf BERT as text representation.

Figure 2. Results distribution along question length.

We train each method on four types of questions separately
and show the performance of different methods on Table 2.
Comparing the performance between Table 2 of the main
submission and Table 2, we can find that all four types
of questions suffer from obvious drop when training sep-
arately, which indicates that the description, evidence rea-
soning and commonsense reasoning capture similar infor-
mation from language and video modality and are capable
of promoting each other.

3.3. Question Length

In this section, we analyze the effect of question length
based on HGA [9] with on-the-shelf BERT as text represen-
tation. As shown in Figure 2, the performance on descrip-
tive question first increases and then gets stable as the length
of question increases. However, for other three types of rea-
soning questions, the performance first increases and then
drops severely as the length of question increases, which
indicates that as the length of question increases, reasoning
questions are hard to be understood by current methods and
relations between language and video are hard to capture.

3.4. Segmentation Label Feature

To emphasize the reasoning instead of video object
grounding, we annotate the segmentation labels in videos
and use them during question-answering annotation. In this



Method AccD AccE AccP AccC Acc
BlindQA [6] 20.33 (-40.45) 19.82 (-39.64) 4.22 (-22.59) 3.98 (-24.73) 12.09 (-31.85)
CoMem [3] 38.12 (-25.96) 34.73 (-28.06) 15.83 (-15.58) 11.62 (-20.93) 25.07 (-22.64)

HME [1] 37.62 (-25.74) 34.38 (-27.07) 15.91 (-13.01) 12.39 (-18.54) 25.08 (-21.08)
HGA [9] 38.05 (-27.62) 34.72 (-28.79) 15.60 (-16.62) 12.00 (-22.28) 25.09 (-23.83)
B2A [13] 38.56 (-27.65) 34.86 (-28.06) 15.72 (-15.43) 12.47 (-22.69) 25.40 (-23.71)

Table 4. Results of training and inference without questions. + (resp., -) in brackets represents the improvement (resp., drop) compared
with the results in Table 2 of the main submission. D, E, P, and C stand for descriptive, explanatory, predictive and counterfactual questions.

Method AccD AccE AccP AccC Acc
BlindQA [6] 62.44 (+1.66) 61.18 (+2.35) 29.52 (+2.71) 30.96 (+2.25) 46.03 (+2.08)
CoMem [3] 69.40 (+5.32) 69.91 (+7.12) 40.23 (+8.82) 41.10 (+8.55) 55.16 (+7.45)

HME [1] 68.65 (+5.29) 69.83 (+8.38) 38.26 (+9.34) 39.94 (+9.01) 54.17 (+8.01)
HGA [9] 72.40 (+6.73) 72.63 (+9.12) 41.88 (+9.66) 44.05 (+9.77) 57.74 (+8.82)
B2A [13] 72.65 (+6.44) 71.90 (+8.98) 40.86 (+9.71) 44.47 (+9.31) 57.72 (+8.61)

Table 5. Results of training on randomly split dataset. + (resp., -) in brackets represents the improvement (resp., drop) compared with the
results in Table 2 of the main submission. D, E, P, and C stand for descriptive, explanatory, predictive and counterfactual questions.

section, we analyze the effect of segmentation label feature
in text representation, based on CoMem [3], HME [1], HGA
[9], and B2A [13] with on-the-shelf BERT as text represen-
tation. We train each method without using the segmenta-
tion label feature during text representation and the perfor-
mance is shown in Table 3. For Table 3, we can find that
segmentation label feature affects the model performance
in a sense. Comparing these four types of questions, the
descriptive questions is affected most and drops about 3-5
% among different methods, however, the other three types
of questions only drop about 1-3% among different meth-
ods. We suspect that casual relations between video and
language, and reasoning process cannot be well modeled
by existing methods, therefore, removing the segmentation
label feature does not affect these questions much.

3.5. Video to Answer

In this section, we study the effect of questions in our
Causal-VidQA dataset, i.e., what will happen if the ques-
tions do not exist? To this end, we conduct experiment
without questions during training and inference based on
CoMem [3], HME [1], HGA [9], and B2A [13] with on-
the-shelf BERT as text representation. Experiment results
of training and inference without questions are shown in
Table 4. From the results, we have the following observa-
tions, 1) the performance of BlindQA is close to random se-
lection, where the accuracy for descriptive and explanatory
questions is around 20% and the accuracy for predictive and
counterfactual questions is around 4%; 2) the performance
on these existing method is similar. Based on the above
two observations, on the one hand, the answers and reasons
cannot be deduced simply based on semantic information
among answers; on the other hand, without the guidance of
question, the relations between video and answers are sim-
plified and the gaps among existing methods are also erased.

3.6. Dataset Split

In Sec. 3.4 of the main submission, we split the dataset
by action categories into training/validation/testing with a
ratio of 7:1:2. In this section, we study the effect of ran-
dom splitting the dataset into training/validation/testing set
based on BlindQA [6], CoMem [3], HME [1], HGA [9], and
B2A [13] with on-the-shelf BERT as text representation.
We re-split dataset randomly with the same ratio as current
split, and then extent the dataset to multi-choice version.
Experiment results on the re-split dataset are shown Table 5.
From Table 5, we can find that 1) the performance increases
by a large margin for reasoning questions and remains for
descriptive questions in methods except BlindQA; 2) the
performance does not change much in BlindQA. This phe-
nomenon proves that video scenes from same action cate-
gory are similar, which would make the reasoning by sim-
ply correlating action categories with answers and reasons,
however, for current split in main submission, answers and
reasons are not simply correlated with action categories.
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