
Video K-Net: A Simple, Strong, and Unified Baseline for Video Segmentation Appendix

In this appendix, we provide the following information
in addition to the main paper: more experimental details and
more visualization results on Cityscapes-VPS [3], KITTI-
STEP [10] VSPW [6] and YouTubVIS [11]. All the models
use AdamW for training.

1. More Experimental Details

Detailed pretraining setting.
For COCO [4] dataset pretraining, all the models are

trained following original K-Net settings [12]. We adopt
the multi-scale training as previous work [1] by resizing the
input images such that the shortest side is at least 480 and
at most 800 pixels while the longest at most 1333. We also
apply random crop augmentations during training where the
train images are cropped with probability 0.5 to a random
rectangular patch which is then resized again to 800-1333.
All the models are trained for 36 epochs.

For Mapillary [7] dataset pretraining, we mainly follow
the Panoptic-Deeplab setting [2]. We adopt the multi-scale
training where the the scale ranges from 1.0 to 2.0 of ori-
gin images size, then we apply a random crop of 1024 ×
2048 patches. The horizontal flip is applied. The pretrain-
ing process takes 240 epochs. The Mapillary pretraining is
for fair comparison, since the ViP-Deeplab [8] all use the
Mapillary pretraining for better results. Note that, we only
pretrain our largest models with Swin-base [5] as backbone
for fair comparison with previous work.
Training and inference on Cityscapes-VPS.

For Cityscapes-VPS training, we follow previous VP-
SNet [3] that we randomly sample one frame from near one
frames as the reference frame. We adopt the multi-scale
training where the scale ranges from 1.0 to 2.0 of origin
images size then we apply a random crop of 1024 × 2048
patches. For the Swin-base model, we apply a random crop
of 800 × 1600 patches to save memory and computation
cost. The total training epoch is set to 8.

During the inference, the previous frame play as the ref-
erence frame, the kernel information is directly propagated
into the next frame in an online manner.
Training and inference on KITTI-STEP.

For KITTI-STEP training, we follow previous Motion-
Deeplab [10] that we randomly sample three frames from
near one frames as the reference frame. We adopt the multi-

scale training where the scale ranges from 1.0 to 2.0 of ori-
gin images size then we apply a random crop of 384 × 1248
patches. The total training epoch is set to 12. The inference
procedure is the same as Cityscapes-VPS dataset. Follow-
ing [10], we also use Cityscapes pretraining before training
on STEP which leads to about 3% STQ gain on the K-Net
baseline.
Training and inference on VSPW.

For VSPW dataset, we adopt the same setting on train-
ing K-Net [12] on ADE-datasets [13]. We randomly sample
three frames from near one frames as the reference frame.
The inference procedure is the same as Cityscapes-VPS
dataset.
Training and inference on Youtube-VIS.

For Youtube-VIS, we use the COCO pretrained K-Net
model and train the entire model via randomly sampling 5
frames in a clip-wised manner. During the inference, we
pad the entire the clip to 16 [9] and directly output to each
instance id via the kernel indexes.

2. More Visualization Results

More Visualization on Cityscapes-VPS. In Fig. 1, we
present more visual examples on Cityscaeps VPS dataset.
Compared with Ground Truth, our method can segment and
track well for each pixel for various scale object inputs. We
use the Swin-base model for visualization.
More Visualization on KITTI-STEP. In Fig. 2, we give
more visual results on the KITTI-STEP validation set. On
both clips, Video-KNet shows convincing results.
Failure Cases Analysis. In Fig. 3, we present three failure
cases of our Video K-Net. The first case is the tracking fail-
ure case where the car moves fast in remote scene and then
there is an id switch. We believe adding motion cues will
improve this case. The last two cases show the segmenta-
tion errors. The first is because the color of cars’ window
is similar to the ground. The second is caused by less train-
ing cases: bike on the truck, which makes network hard to
predict.
Border Impact. Our work pushes the boundary of video
segmentation algorithms through simplicity and effective-
ness. Since most applications are the video input, this work
could also ease and accelerate the model production in real-
world applications, such as in autonomous driving. Due to
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limited dataset size, we do not evaluate the robustness of the
proposed method on corrupted video inputs.

3. Demo Video
We also append several video demos on both Cityscapes-

VPS and KITTI-STEP. Note that we provide ground truth
in Cityscapes-VPS where the black area is the ignored re-
gion. For KITTI-STEP, we visualize the network outputs
and original video clips.
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Image Prediction Ground Truth

Figure 1. More visual examples of our Video K-Net on CityScapes-VPS dataset. The same instances are shown with the same color. Best
view it on screen.



Image Prediction Image + Prediction

Figure 2. More visual examples of our Video K-Net on STEP dataset. The same instances are shown with the same color. Best view it on
screen.



Figure 3. Failure cases of Video K-Net on STEP dataset. The same instances are shown with the same color. The red boxes show the
tracking errors while the yellow boxes show the segmentation errors. Best view it on screen.
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