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A. Methodology for Targeted Attack

As mentioned above, we define the attack in the targeted
scenario as:

adv
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= argmins], — 5], @)

!
Z;

where ¢ denotes the index of the target image in a minibatch,
o), = sim(f (@), f(x,)) and s,,; — sim(f(2}), f(.)) are
similarity scores. It aims to encourage the adversarial ex-
ample / to be close to the target x; in terms of the feature
representation.

The self-weighting scheme that is specific to this targeted
attack is defined as follows:

adv
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As for the weighting factors «; and 3;, we set them as:
a;=[s,. —m
7 [ i, ]-‘r/v (12)
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The targeted attack follows a similar attack design and
weight factor setting as the untargeted attack. The only dif-
ference is that SSA in the targeted scenario does not need
the selection of the most dissimilar example in the mini-
batch but requires a certain example of the target category.

B. Implementation details

For compared attack approaches, the parameters « and ¢
in C&W [1] are set to 40 and 0.1, respectively; the param-
eters o and «, in PerC-AL [&] are initialized to 1 and 0.5
and gradually reduced to 0.01 and 0.05, respectively, with
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cosine annealing. For evaluating the robustness of attacks
against defense approaches or the attack success rates of at-
tacks against online models, the /., bound of 8/255 is used
for perturbation generation.

C. Additional Experimental Results
C.1. Targeted Attack in the White-box Setting

In this section, we investigate the attack performance of
SSAH in the targeted scenario in Tab. 6. It shows that our
SSAH remains effective at generating imperceptible pertur-
bations for the targeted scenario.

C.2. Parameter Sensitivity Analyses
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Figure 8. Sensitive analyses of A and m in terms of attack success
rate (ASR).

There are two hyperparameters in SSAH, i.e., the mar-
gin m in Eq. (6) for adjusting self-paced weighting and A
in Eq. (10) for weighing the low-frequency constraint. The
sensitivity analyses of these two hyperparameters are per-
formed on CIFAR-10 and ImageNet-1K. The quantitative
results on CIFAR-10 are presented in Figs. 8 and 9, and
the visualization results on ImageNet-1K are presented in



Dataset Attack Iteration RunTime(s)| ASR(%)1T /{2) {fx) FID] LF]
BIM [5] 10 33 99.94 067 0.03 1336 0.18

PGD [6] 10 38 99.94 .19  0.03 2723 0.31

MIM [2] 10 35 99.92 1.88  0.03 2667 047

CIFAR-10 AdvDrop [3] 150 389 99.11 1.13  0.08 16.52 042
C&W 45 [1] 1000 978 100 045 0.07 1034 0.13

SSA (ours) 150 176 99.90 0.55 0.04 6.13 0.15

SSAH (ours) 150 178 99.92 048 0.04 5.14 0.07

BIM [5] 10 32 99.41 074 0.03 1359 0.27

PGD [6] 10 36 99.34 122 0.03 2564 0.39

MIM [2] 10 32 99.11 1.84 003 2549 0.64

AdvDrop [3] 150 308 97.70 1.09 0.08 1556 043

CIFAR-100 C&W 45 [1] 1000 743 99.99 094 0.09 1759 0.64
SSA (ours) 150 134 99.15 127 0.08 10.57 0.52

SSAH (ours) 150 138 99.01 099  0.07 8.88 0.07

BIM [5] 10 2166 98.31 25.18 0.03 39.61 1044

PGD [6] 10 2973 98.65 53.84 003 3721 16.87

MIM [2] 10 2358 99.98 9286 0.03 81.62 39.93

ImageNet- 1K AdvDrop [3] 150 46968 99.76 1495 0.06 11.28 5.67
C&W 43 [1] 1000 > 100000 97.83 185 0.04 1293 0.84

SSA (ours) 200 31742 98.64 4.31 0.02 8.64 1.94

SSAH (ours) 200 30050 98.06 338 0.02 6.42 0.47

Table 6. Results of the attack success rate (ASR) and four metrics related with perceptual similarity by seven attack approaches in the

targeted scenario. The best results are marked in bold.
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Figure 9. Sensitive analyses of A and m in terms of LF.

Fig. 10.

Fig. 8 shows that SSAH becomes sensitive to A when
the margin m is large (e.g., m > 0.2). Taking the case of
m = 0.4 for example, along with increasing weighting A,
the performance of SSAH decreases fast from 82.02% when
A = 0.00 to 60.98% when A\ = 1.00. The reason is that we
actually impose a weak attack strength on images when m
value is large. In this condition, a large A results in a strong
constraint on our attack objective in SSAH, leading to a low
attack success rate.

Based on the above analysis, it can be concluded that
an appropriate selection of m and A is necessary. The sen-

sitivity analyses in Fig. 8 and Fig. 9 show that SSAH can
achieve relatively stable and satisfying performances when
m € [0.0,0.2] and X € [0.1,1.0].

C.3. Batch Size

Tab. 7 reports the results with batch size from 32 to
10000. Our attack works reasonably well over this wide
range of batch sizes. The results are similarly good when
the batch size is from 32 to 10000, and the differences are
at the level of random variations.

Batch Size ASR{T /(3] {1 LF]
32 99.94 0.25 0.02 0.02

64 99.90 0.25 0.02 0.02

128 9991 0.25 0.02 0.03
256 9995 0.25 0.02 0.03
512 9994 0.25 0.02 0.03
1024 9991 0.25 0.02 0.03
2048 99.89 026 0.02 0.03
4096 99.90 026 0.02 0.03
10000 99.94 026 0.02 0.03

Table 7. Effect of batch sizes (CIFAR-10 evaluation attack success
rate and four metrics related with perceptual similarity).
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Figure 10. Adversarial perturbations to an ImageNet-1K image using different hyperparameters of m and A in SSAH.

C.4. Additional Evaluation of Imperceptibility

In this section, we evaluate perturbation imperceptibility
in terms of perceptual colour difference (Cs). This metric is
used in PerC-AL [8] to measure human colour perception.

Tab. 8 shows that our SSAH without the constrant of
£ (C5) distance still achieves competitive performances in
terms of /5 (C5) . It further demonstrates the superiority of
our attack in perturbation imperceptibility.

Attack Iterr. ASRT /(3] LF| (5l
C&W 1000 9927 151 0.67 15251
PerC-AL 1000 98.78 435 159  90.62
SSAH (ours) 200  98.01 1.81 0.06 124.32

Table 8. Results of the attack success rate (ASR) and three metrics
related with perceptual similarity by three attack approaches on
ImageNet-1K in the untargeted scenario.

C.5. Additional Robustness Evaluations

To evaluate the performance of our attack against im-
age transformation-based defense, we test the robustness
of the adversarial examples against bit-depth reduction
[4,7]. Fig. 11 shows our imperceptible attack on high-
frequency components is still robust against this image
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Figure 11. Evaluation of robustness against bit-depth reduction on
CIFAR-10.

transformation-based defense (i.e., bit-depth reduction).

C.6. Analysis of SPW

To further measure the effect of applying the self-paced
weighting in SSAH, we randomly sample images from the
testing set of CIFAR-10, and present the distributions of
perturbation intensities generated by SSAH with and with-
out self-paced weighting in Fig. 12. This figure shows that
the perturbation intensities generated by SSAH with SPW
appear to be smaller than those by SSAH without SPW. It
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Figure 12. Distributions of perturbation intensities by SSAH with
self-paced weighting (w/ SPW) and without self-paced weighting
(w/o SPW) on a subset (1024 random samples) of CIFAR-10.

indicates that the weighting scheme can well reduce the re-
dundant perturbations caused by over-optimization.

C.7. Additional Visualization Results

In this section, we present more visualization results, in-
cluding adversarial examples and perturbations generated
in the white-box setting (i.e., Fig. 13, Fig. 14, Fig. 15 and
Fig. 16) and transferable adversarial examples across archi-
tectures and datasets (i.e., Fig. 17).
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Figure 13. Adversarial examples generated by six different attack Figure 14. Adversarial examples generated by six different attack
approaches on CIFAR-10. approaches on CIFAR-100.
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Figure 15. Adversarial examples generated by three different attack approaches on ImageNet-1K.
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Figure 16. Adversarial examples and their corresponding perturbations generated by six different attack approaches on ImageNet-1K. The
Ist, 3rd and Sth rows are adversarial examples, while the 2nd, 4th and 6th rows are their perturbations.
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Figure 17. Adversarial examples generated by SSAH based on a surrogate model trained on the source domain to a target model trained on

the target domain. The original examples are selected from the validation set of ImageNet-1K. A B — C D denotes that model A trained
on dataset B is used to craft perturbations to fool model C trained on dataset D.



D. Image Samples in Transferable Attack n02107683/val_00035628, n02804414/val 00047642,

, _ , n03891332/val 00036752,  n02113186/val.00009045,

In the experiment of attacking online models, we ran- > 105162/val 00030963,  n02172182/val 00045513,
domly sample 200 images from the ImageNet-1K valida- | 4 560419/va1 00018672, n02134084/val_00016340,
tion set. For reproducibility, we list the names of these used 102794156/val_00006960. n01484850/val_00016988.
images as follows: n03016953/val 00021529,  n04404412/val 00049571,
n02108089/val 00016416, n01917289/al 00047927, | xeeer <o 0o aio’ 102009870/val 00036628,
n03877845/val 00026991, n02125311/%al 00024128, | (o1 occo“onisient” 00468604/val 00028882,
n03661043/val 00018698, n02085620/val 00031154, | 1o i0zela “ooiic e’ 019 182 /val 00031062,
n03691459/val 00023671, n03888257val 00025121, o5 acosr iy 102493793/val 00013076,
n02276258/val 00032773, n01704323val 00038815, | 30mcrea 001" 101024916/val 00037245,
n02342885/val 00027868, n01632458/val 00031521, | ouumaonc “n00o5ber” 103054731 /val 00005903,
103770439/l 00013597, n02231487/val 00000943, | oeeac innitins’ 04004767 /val 00008345,
n03478589/val 00040225, n02111277/val 00046591, | (1eosion o i0is0o2 102443484/val 00018383,
n02840245/val 00031888, n04398044/val 00041700, | 4eoZai n0nie Ty e 08 val 00010364,
n07892512/val 00017146, n01694178/val 00025511, | ondionss o oo bl m02326432/val 00002413,
n03873416/val 00047900, n02114367/val 00033884, | 0anngeiccn0namue’ 102971356/val 00000831,
n02092002/val 00022857, n03976467/val 00033699, 04 arconr 00001173, n02791270/val 00044485,
n02342885/val 00041792, n02457408/val 00041441, | oacocern i cams. n03126707/val 00038038,
n03773504/val 00022433, n03930313~al 00002877, | oarSeoe 0o 04939860/val 00006430,
n09193705/val 00038734, n02804414/val 00008402, | iuehace i 00as730 10283527 1val 00033559
n03124170/al 00026251, n01806143/val 00023973, |0 seager "003ec>r 107395406/val 00033668,
n01818515/val 00021663, n03376595/val 00040795, 1001 5013 010026888, n02930766/val 00049552,
n02226429/val 00045770, n02655020/val 00008184, |10y Zios o oiione 102655020/val 00005213,
n02484975/val 00045387, n03478589/val 00000035, | 0aiuomos“noniennn’ 104353703 val 00048784,
n02951585/val 00023091, n01692333/val 00033244, | aecancs o it eaet 0376088 Lival 00001207,
n02281406/val 00046852, n02389026/val 00014369, |1 i3goacs o idcdee 103304916/val 00003759
n04310018/val 00038429, n03956157/val 00038501, (22 coace "o dors 104060434/val 00001854,
n04200800/val 00018851, n01968897/val 00030526, | 1r003c i aiiees’ 103600373/val 00030319,
n01608432/val 00043085, n03444034/val 00026796, | 1ooeano ‘0000074 102132136/val 00006703,
n02342885/val 00047769, n028145334al 00005978, 041012500 00003236, n03743016/val 00038715,
n01843383/val 00037244, n02422106/val 00035337, 001 0oue0 00004185, n02974003/val 00021691,
n02963159/val 00030024, n13052670/val 00039616, 020 emronc 0000100 102074367 /val 00030029,
n01829413/val 00036044, n02823750/val 00041752, | 0uoe i ‘10035330 103594945 /val 00037128,
n03602883/val 00039677, n12985857/val 00038482, | (uzaones 1003055 104379370/val 00003304,
n04005630/val 00004526, n04487394/val 00033068, | o23eeSuoi 0041363 101984695 val 00002243,
n03127747/val 00011868, n02701002/val 00028205, | >oeatec, i ie’ 1020371 10/val 00011196,
n03124170/al 00033776, n03355925/al 00006767, 1044 18357val 00028155, n04251144/val 00005522,
n03042490/val 00025402, n02787622/val 00019653, | (oosicon “nincose 001 13790/val 00016697,
n03837869/val 00036456, n04523525/val 00019004, 00 o el n09468604/val 00041897,
n04409515/val 00014503, n13052670/val 00033352, | oiosaot 10004687, n07802026/val 00040001,
n02074367/val 00023213, n03075370/al 00021941, 030050, ioeats n03662601 Aval 00023517,
n02971356/val 00023953, n03126707/val 00043871, 05 coce " 0iioe 103467068/val 00020240,
n02641379/val 00008847, n01440764/val 00017699, | (ecoes oo 102 127052/val 00036625,
n03457902/val 00049086, n03180011/val 00043506, |\ {e70e051 00012320, 102747 177/val 00002143,
n01980166/val 00005836, n04392985/val 00003756, | rgcceemi 10008803, n02704792/val 00030917,
n07747607/val 00005888, n04417672/val 00046924, |12 B0 inniied n07930864/val 00039707,
n02165105/val 00030936, 103290653/val 00015959, | 4zecian, o ioanals’ 102128385/val 00024214,
103933933/val 00030150, n03709823/val 00001860, (7301 hor00is1ox 101616318/val 00006250,
n02028035/val 00010037, n04118538/val 00045773, | (rccoe 2 H03467068/val 00049842,
n02361337/val 00037480, n03529860/val 00022699, oatero i oS 02099420/val 00040055,
n04204347/val 00036559, n02606052/val 00014777, 13591819/val 00011445, n04447861/val_00038921.
n02104365/val 00035049,  n02494079/val 00002579,

n01877812/val_00022693, n01687978/val_00029055,
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