On the Integration of Self-Attention and Convolution
Supplementary Material

A. Model Architectures

We summarize the architectures of ResNet 26/38/50 [2],
SAN 10/15/19 [9], PVT-T/S [7], Swin-T/S [5], and their
respective ACmix version in Tab 2~5. For fair comparison,
we only substitute the original 3 x 3 convolution or self-
attention module with our proposed operator in the modified
models.

B. Dataset and Training Setup

ImageNet. ImageNet 2012 [!] comprises 1.28 million
training images and 50,000 validation images from 1000
different classes. For ResNet-based models, we follow the
training schedule in [9] and train all the models for 100
epochs. We use SGD with batchsize 256 on 8 GPUs. Co-
sine learning rate is adopted with the base learning rate set
to 0.1. We apply standard data augmentation, including
random cropping, random horizontal flipping and normal-
ization. We use label smoothing with coefficient 0.1. For
experiments on Transformer-based models, including PVT
and Swin-Transformer, we follow training configurations in
the original paper.

COCO. COCO dataset [4] is a standard object detection
benchmark and we use a subset of 80k samples as training
set and 35k for validation. For ResNet and SAN models,
we train the network by SGD and 8 GPU are used with a
batchsize of 16. For PVT and Swin-Transformer models,
we train the network by adamw. Backbone networks are
respectively pretrained on ImageNet dataset following the
same training configurations in the original paper. We fol-
low the ”1x” learning schedule to train the whole network
for 12 epochs and divide the learning rate by 10 at the 8th
and 11th epoch respectively. For several transformer-based
models, we follow the configurations in the original paper,
and additionally experiment ”3x” schedule with 36 epochs.
We apply standard data augmentation, that is resize, ran-
dom flip and normalize. Learning rate is set at 0.01 and
linear warmup is used in the first 500 iterations. We fol-
low the ”1x” learning schedule training the whole network
for 12 epochs and divide the learning rate by 10 at the 8th
and 11th epoch respectively. For several transformer-based
models, we follow the configurations in the original paper,

and test with ”3x” schedule. All mAP results in the main
paper are tested with input image size (3, 1333, 800).

ADE20K. ADE20K [10] is a widely-used semantic seg-
mentation dataset, containing 150 categories. ADE20K has
25K images, with 20K for training, 2K for validation, and
another 3K for testing. For two baseline models, PVT and
Swin-Transformer, we follow the training configurations in
their original paper respectively. For PVT, we implement
the backbone models on the basis of Semantic FPN [3]. We
optimize the models using AdamW with an initial learn-
ing rate of le-4 for 80k iterations. For Swin-Transformer,
we implement the backbone models on the basis of Uper-
Net [8]. We use the AdamW optimizer with an initial learn-
ing rate of 6e-5 and a linear warmup of 1,500 iterations.
Models are trained for a total of 160K iterations. We ran-
domly resize and crop the image to 512 x 512 for training,
and rescale to have a shorter side of 512 pixels during test-

ing.

C. Hyper-parameters

For ResNet-ACmix models, we set N = 4 for all the
experiments.

For SAN-ACmix models, the channel dimension for
queries, keys and values are different in the original model
[9]. Given input features with channel dimension C, queries
and keys are projected to features with C'/4 channels, while
values are projected to features with C' channels. Therefore,
when implementing our ACmix operator, we divide values
into 4 groups, where the divided groups have the same chan-
nel dimension C'/4. The following self-attention and convo-
lution operations follow the same parchwise attention in [9]
and the same designing pipeline as we stated in Sec.4, re-
spectively.

For PVT-ACmix and Swin-ACmix models, we follow
the configurations in the original model [5].

ko =T and k.=3 is set for all experiments, unless stated
otherwise.

D. Positional Encoding

Positional encoding is widely adopted in self-attention
modules, while not used in SAN and PVT models. There-



fore, we follow this setting and only adopt positional en-
coding in the ResNet-ACmix models and Swin-ACmix.
Specifically, the popular relative positional encoding [6] is
adopted when computing the attention weights:

A(qij, kav) = S?\f/’ﬁ(?;i;X ((qg}kab + Bij,ab)/\/g) , (D

where ¢, k, B represent queries, keys and relative positional
encodings respectively. We didn’t include positional en-
coding in the analysis for computation complexity in the
Tab.1 of the main paper, as the patchwise attention pro-
posed in [9] demonstrate the effectiveness of self-attention
modules without adopting it. Nevertheless, the computation
cost for positional encoding is also linear with respect to
the channel dimension C, which is also comparably minor
to the feature projection operations. Therefore, considering
the positional encoding doesn’t affect our main statement.

E. Practical Costs for Other Models

We also summarize the practical FLOPs and Parameters
for convolution, self-attention and ACmix based on various
models introduced in the Experiment section. The num-
bers are shown in Tab.1. Similar to ResNet 50, more than
60% of the computation are performed at Stage I of the self-
attention module in SAN and Swin models. Meanwhile,
it also demonstrates that ACmix only introduces minimum
computational cost to integrate both convolution and self-
attention modules based on various model structures.

ResNet 50| SAN 19 | Swin-T
Module Stage| GFLOPs | GFLOPs | GFLOPs
Convolution 1.85 (99%) i i
0.01 (1%) - -
Self-Attention 0.96 (83%)[1.29 (64%)(1.04 (68%)
0.19 (17%)10.72 (36%)|0.49 (32%)
ACmix 0.96 (73%)[1.29 (60%)|1.04 (62%)
0.35 (27%)]0.89(40%) |0.64 (38%)

Table 1. Practical FLOPs and Parameters for different modules
based on various models. Numbers within the brackets are their
fractions of the whole module. SAN 19 and Swin-T models are
designed with all self-attention modules, thus not applicable for
the traditional convolution module.
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stage| output ResNet-26 (ACmix) ResNet-38 (ACmix) ResNet-50 (ACmix)
resl 112 x 112 7 x 7 conv, 64, stride 2 7 x 7 conv, 64, stride 2 7 X 7 conv, 64, stride 2
3 x 3 max pool, stride 2 3 x 3 max pool, stride 2 3 x 3 max pool, stride 2
res2| 56 x 56 1 x 1 conv, 64 1 x 1 conv, 64 1 x 1 conv, 64
3 x 3 conv (ACmix), 64 | x1 3 x 3 conv (ACmix),64 | x2| | 3 x 3 conv (ACmix),64 | x3
1 x 1 conv, 256 1 x 1 conv, 256 1 x 1 conv, 256
1 x 1 conv, 128 1 x 1 conv, 128 1 x 1 conv, 128
res3 | 28 x 28 3 x 3 conv (ACmix), 128 | x2|| 3 x 3 conv (ACmix),128 | x3|| 3 x 3 conv (ACmix), 128 | x4
1 x 1 conv,512 1 x 1 conv, 512 1 x 1 conv, 512
1 x 1 conv, 256 1 x 1 conv, 256 1 x 1 conv, 256
res4 | 14 x 14 || 3 x 3 conv (ACmix), 256 | x4|| 3 x 3 conv (ACmix),256 | x5|| 3 x 3 conv (ACmix),256 | x6
1 x 1 conv, 1024 1 x 1 conv, 1024 1 x 1 conv, 1024
1 x 1 conv,512 1 x 1 conv, 512 1 x 1 conv, 512
res5| 7Tx7 3 x 3 conv (ACmix), 512 | x1|| 3 x 3 conv (ACmix),512 | x2|| 3 x 3 conv (ACmix),512 | x3
1 x 1 conv, 2048 1 x 1 conv, 2048 1 x 1 conv, 2048
1x1 global average pool global average pool global average pool

1000-d fc, softmax

1000-d fc, softmax

1000-d fc, softmax

Table 2. Architectures of ResNet-based models with and without ACmix modules.



layers output SAN-10 (ACmix) SAN-15 (ACmix) SAN-19 (ACmix)
Input 224 x 224 1 x 1 conv, 64 1 x 1 conv, 64 1 x 1 conv, 64
Transition 1112 x 112 2 x 2 max pool, stride 2 2 x 2 max pool, stride 2 2 x 2 max pool, stride 2
1 x 1 conv, 64 1 x 1 conv, 64 1 x 1 conv, 64
Block 112 x 112 3 x 3 sa (ACmix), 16 " 3 x 3 sa (ACmix), 16 3 3 x 3 sa (ACmix), 16 3
1 x 1 conv, 64 1 x 1 conv, 64 1 x 1 conv, 64
Transition | 56 x 56 2 x 2 max pool, stride 2 2 x 2 max pool, stride 2 2 x 2 max pool, stride 2
1 x 1 conv, 256 1 x 1 conv, 256 1 x 1 conv, 256
Block 56 x 56 7 x 7 sa (ACmix), 64 1 7 x 7 sa (ACmix), 64 %9 7 x 7 sa (ACmix), 64 3
1 x 1 conv, 256 1 x 1 conv, 256 1 x 1 conv, 256
Transition | 28 x 28 2 X 2 max pool, stride 2 2 X 2 max pool, stride 2 2 X 2 max pool, stride 2
1 x 1 cony, 512 1 x 1 cony, 512 1 x 1 conv, 512
Block 98 x 98 7 x 7 sa (ACmix), 128 " 7 x 7 sa (ACmix), 128 3 7 x 7 sa (ACmix), 128 4
1 x 1 conv, 512 1 x 1 conv, 512 1 x 1 conv, 512
Transition | 14 x 14 2 % 2 max pool, stride 2 2 x 2 max pool, stride 2 2 x 2 max pool, stride 2
1 x 1 conv, 1024 1 x 1 conv, 1024 1 x 1 conv, 1024
Block 14 % 14 7 x 7 sa (ACmix), 256 4 7 x 7 sa (ACmix), 256 .5 7 x 7 sa (ACmix), 256 <6
1 x 1 conv, 1024 1 x 1 conv, 1024 1 x 1 conv, 1024
Transition T 7 2 X 2 max pool, stride 2 2 x 2 max pool, stride 2 2 X 2 max pool, stride 2
1 x 1 conv, 2048 1 x 1 conv, 2048 1 x 1 conv, 2048
Block _—r 7 x 7 sa (ACmix), 512 1 7 x 7 sa (ACmix), 512 2 7 x 7 sa (ACmix), 512 "
1 x 1 conv, 2048 1 x 1 conv, 2048 1 x 1 conv, 2048
Classification] 1 x 1 global average pool global average pool global average pool

1000-d fc, softmax

1000-d fc, softmax

1000-d fc, softmax

Table 3. Architectures of SAN-based models with and without ACmix modules.



stage | output layer name PVT-T (ACmix) PVT-S (ACmix)
Patch Embeddmg P1 = 4, 01 =64 Pl = 4, Cl = 64
resl | 56 x 56 By =8 . B =8 .
Transformer Ny =1 | (ACmix) x 2 Ny =1 | (ACmix) x 3
E, =38 E, =38
Patch Embedding P,=2; Cy =128 P, =2; Cy =128
res2 | 28 x 28 Ry =4 ) Ry =4 )
Transformer No =2 | (ACmix) x 2 No =2 | (ACmix) x4
EQ = 8 E2 = 8
Patch Embedding P; =2; C3 =320 P; =2; C3 =320
res3 | 14 x 14 Ry =2 . Ry =2 .
Transformer N3 =5 | (ACmix) x 2 N3 =5 | (ACmix) x 6
Es=14 Es=14
Patch Embeddlng P4 = 2, 04 =512 P4 = 27 04 =512
res4 77 Ry =1 ) Ry=1 .
Transformer Ny =8 | (ACmix) x 2 Ny =8 | (ACmix) x 3
E,=4 E,=14
Table 4. Architectures of PVT-based models with and without ACmix modules.
stage | output Swin-T (ACmix) Swin-S (ACmix)
concat 4 x 4,96, LN concat 4 x 4, 96, LN
resl | 56 x 56 i i
7. X 7 window (ACmix) x 2 7.>< 7 window (ACmix) x 2
dim 96, head 3 dim 96, head 3
concat 2 x 2, 192, LN concat 4 x 4, 192, LN
res2 | 28 x 28 i i
? X 7 window (ACmix) x 2 7 X 7 window (ACmix) x 2
dim 192, head 6 dim 192, head 6
concat 2 x 2, 384, LN concat 4 x 4, 384, LN
res3 | 14 x 14 i i
'7 X 7 window (ACmix) x 6 .7 X 7 window (ACmix) x 18
dim 384, head 12 dim 384, head 12
concat 2 x 2, 768, LN concat 4 x 4, 768, LN
resd <7 7 x 7 window 7 x 7 window

dim 768, head 24

(ACmix) x 2

dim 768, head 24

(ACmix) x 2

Table 5. Architectures of Swin-based models with and without ACmix modules.



