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In this supplementary file, first, we show the five modi-
fied saliency methods and five aggregation approaches with
which HINT can be implemented in Section 1 and 2 re-
spectively. Second, we explain the properties that HINT’s
Shapley value-based neuron contribution scoring approach
satisfies in Section 3. Third, we provide detailed descrip-
tions of applications of HINT - saliency method evaluation,
explaining adversarial attack, and evaluation of COVID19
classification models — in Section 4. Next, we demonstrate
more neuron-concept associations and the activation maps
of multimodal neurons in Section 5. Then, we show more
quantitative analysis and illustrations of the results of apply-
ing HINT for Weakly Supervised Object Localization tasks
in Section 6. Finally, we provide more illustrations of ab-
lation studies on modified saliency methods and Shapley
value-based scoring approach in Section 7.

1. Modified Saliency Methods

Inspired by backpropagation-based saliency methods,
we develop a saliency-guided approach to identify respon-
sible regions in feature map z. Equation (S.1) shows how
the representative backpropagation-based saliency method,
Gradient (Vanilla Backpropagation) [18], calculates the
contribution of pixel x. ;, j, to a class C}.
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where f is a deep network, f¢* (x) is the logit of « to class
Ck, and . 4, j, is a pixel.

We extend the idea of saliency maps to hidden layers. We
take concept e and neurons D on the [* layer as an exam-
ple. Given an image x with label C where C}; is concept
e or a subcategory of concept e, the contribution of spatial
activation zp ;, j to class C}, (also to concept e) is shown
in Equation (S.2)
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where sp;, ;, € RIPl is a vector and sp,i,,; s for each i,
and j; form the saliency map s.

As shown in Table S.1, we modify five backpropagation-
based saliency methods. All of them can be used in HINT.

2. Aggregation Approaches

With saliency map s, the next step is to aggregate
Sp,i,,j» and the aggregated value will be used to decide
whether zp ;, ;s belong to responsible foreground regions
or irrelevant background regions. We implement five ag-
gregation approaches shown in Table S.1. All of them can
be applied to HINT. Note that the aggregation is only con-
ducted along the first dimension of s.

3. Properties of HINT’s Shapley Value-based
Neuron Contribution Scoring Approach

In the main paper, the Shapley value ¢ of a neuron d to a
concept e is calculated as Equation (S.3).
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where D is the set of neurons; L. is the classifier for con-
cept e; r = zp;,; represents spatial activation; r¢ and -
are responsible regions of all concept e € £ and background
regions; S C D\d is the neuron subset randomly selected at
each iteration; () is an operator keeping the neurons in the
brackets, i.e., SUd or S, unchanged while randomizing oth-
ers; M is the number of iterations of Monte-Carlo sampling;
Lé*> means that the classifier is re-trained with neurons in
the brackets unchanged and others being randomized.

The following explains the properties of efficiency, sym-
metry, dummy, and additivity that Shapley values satisfy
[16], i.e., our Shapley value-based scoring approach satis-
fies.

Efficiency. The sum of neuron contributions should be
equal to the difference between the prediction for  and its



Table S.1. Modified saliency methods and aggregation approaches

Modified saliency methods A on the [*" layer with respect to concept e

Aggregation approaches ¢

Vanilla Backpropagation [ 18] %
Gradient x Input [17] z0© %

Guided Backpropagation [21] (m) >00
1+1

oz

Integrated Gradient [22]

SmoothGrad [20] >

file — &) © fOl W da

YN @) o o)

Norm IIs]|

Filternorm |[s > 0@ s||
% Max max(s)

Abs max max(]s|)

Abs sum >(]s))

expectation as shown in Equation (S.4).
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Symmetry. The contribution scores of neuron d,, and d,,
should be the same if they contribute equally to concept e.
If

LY (1) = Lm0 (1), ¥S C D\{dn, din}  (S.5)

Then
¢d, = Pd,, (S.6)

where (x) is an operator keeping the neurons in the brackets,
i.e., SUd,, or SUd,,, unchanged while randomizing others.

Dummy. If a neuron d has no contribution to concept e,
which means d’s individual contribution is zero and d also
has no contribution when it collaborates with other neurons,
d’s contribution score should be zero.

If
LYY (r) = LIS (r),¥S C D\d (8.7
Then
$a =0 (5.8)
Additivity. If L. is a random forest including different

decision trees, the Shapley value of neuron d of the random
forest is the sum of the Shapley value of neuron d of each
decision tree.

T
$a=Y (S.9)

t=1

where there are T" decision trees.

4. Other Applications

We demonstrate more applications of HINT as follows.

4.1. Saliency Method Evaluation

With the emergence of various saliency methods, dif-
ferent sanity evaluation approaches have been proposed
[1,9,28]. However, as most saliency methods only show
responsible pixels on the input images, feature maps on
hidden layers are not considered, which makes the sanity
evaluation not comprehensive enough. For example, [1]
proposed a sanity test by comparing the saliency map be-
fore and after cascading randomization of model parameters
from the top to the bottom layers. Guided Backpropagation
failed the test because its results remained invariant.

We propose to apply the concept classifier implemented
with the target saliency method to identify the responsible
regions on hidden layer feature maps for the sanity test. The
target saliency method passes the sanity test if meaningful
responsible regions can be observed. As shown in Figure
S.1 (a), on the hidden layer features.8, when fewer layers
are randomized, the responsible regions are more focused
on the key features of the bird — its beak and tail, which
means that Guided Backpropagation does reveal the salient
region and Guided Backpropagation could pass the sanity
test if hidden layer results are considered.

4.2. Explaining Adversarial Attack

Concept classifiers can also be applied to explain how
the object in an adversarial attacked image is shifted to be
another class for some types of attacks. As shown in Fig-
ure S.1 (b), we attack images of various classes to be bird
using PGD [13] and apply the bird classifier to the attacked
images’ feature maps. The responsible regions for concept
bird highlighted in those fake bird images imply that adver-
sarial attack does not change all the content of the original
object to be another class but captures some details of the
original image where there exist shapes similar to bird. For
example, in the image of a coffee mug where most shapes
are round, adversarial attack catches the only pointed shape
and attacks it to be like bird. Additionally, we find the at-
tacked image still preserves features of the original class.
In Figure S.1 (b), the result of applying mammal classifier



(a) Saliency method evaluation by cascading randomization layer parameters and observing the change of the results of concept classifier distinguishing junco and background
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Figure S.1. Other applications of HINT. (a) Saliency method evaluation. See Section 4.1. (b) Explaining adversarial attack. See Section

4.2. (c) Evaluation of COVIDI19 classification model. See Section 4.3.

on the attacked lion image shows the most parts of the lion
face are highlighted, while the result of applying mammal
classifier on the original lion image shows a similar pattern.

Upon above observations, we design a quantitative eval-
uation on the faithfulness of our explanations. First, we at-
tack 300 images of other categories excluding bird to be
birds based on VGG19 model. Then, we use a bird clas-
sifier to find the regions corresponding to the adversarial
features of bird on the attacked images. By visual inspec-
tion, we find most regions contain point shapes. Based on
the regions, we train an adversarial attacked “bird” classi-
fier (“‘ad clf”’). Finally, we use the “ad clf” to perform the
WSOL task on real bird images. The accuracy is 64.3% (for
true bird classifier, it is 70.1%), indicating HINT captures
the adversarial bird features and validates the explanation:
some kind of adversarial attacks may be caused by attacking
the similar shapes of the target class.

4.3. COVID19 Classification Model Evaluation

Applying deep learning to the detection of COVID19
in chest radiographs has the potential to provide quick di-
agnosis and guide management in molecular test resource-

Table S.2. Pointing game (pointing) and IoU of the localization
results of different models on the chest radiographs of COVID19
cases with typical symptoms.

Model Layer

EfficientNet [24]
DenseNet161 [6]
Inception v3 [23]

pointing  IoU

features.35 21.8% 4.6%
denseblock4d  94.1% 18.2%
Mixed_6¢ 17.3% 3.2%

ResNet50 [5] layer3.3 15.7% 2.9%
ShuffleNet v2 [12]  stage3.5 22.2% 3.8%
SqueezeNetl [7] features.9 0% 0%

VGG19 [19] features.40 9.9% 1.6%

limited situations. However, the robustness of those models
remains unclear [4, 8]. We do not know whether the model
decisions rely on confounding factors or medical pathology
in chest radiographs. To tackle the challenge, object lo-
calization by HINT can be used to see whether the iden-
tified responsible regions overlap with the lesion regions
drawn by doctors. With the COVID19 dataset from SIIM-
FISABIO-RSNA COVID-19 Detection competition [10],



we trained models used by high-ranking teams and other
baseline models for classification. The localization results
of COVID19 cases with typical symptoms by EfficientNet
[24] are shown in Figure S.1 (c). As you can see, the point-
ing game and IoU are not high. Many cases having low
pointing game and IoU values show that the model does not
focus on the lesion region, while for the cases with high
pointing game and IoU values, further investigation is still
required to see whether they capture the medical pathology
features or they just accidentally focus on the area of the
stomach.

Figure S.3 illustrates results of other models and Table
S.2 quantitatively compares the different models by metrics
of pointing game (pointing) and IoU. The accuracy values
indicate that the hidden layers of SqueezeNetl may fail to
learn the concept of COVID19 pulmonary lesion. This can
also be observed from Figure S.3 that SqueezeNetl locates
background regions. Note that although the pointing game
score and IoU of DenseNet161 are very high, it is still possi-
ble that DenseNet161 fails to learn the concept of COVID19
pulmonary lesion as it highlights all the regions (see Figure
S.3).

5. Identification of Responsible Neurons to Hi-
erarchical Concepts

Low-level High-level
concepts concepts
(less abstract)

(more abstract)

aquatic
mammal

canine carnivore mammal

primate reptile vertebrate

bird animal
invertebrate person whole
plant

Figure S.2. A hierarchy of concepts.

5.1. More Neuron-concept Associations

This section illustrates more associations between neu-
rons and concepts. The Sankey diagram in Figure S.4
shows the top-10 responsible neurons on layer features.30
of VGG19 to each concept in the hierarchy (see Figure S.2).
And the Sankey diagram in Figure S.5 shows the case on
layer layer3.5 of ResNet50.

Different layers. Figure S.6 shows the top-10 responsi-
ble neurons on different layers on VGG19 to concepts of
mammal, bird, and reptile.

Different models. Figure S.7 shows top-10 responsi-
ble neurons on layer features.26 of VGGI16, layer3.5 of
ResNet50, and Mixed_6b of Inception v3 to concepts of an-
imal, person, and plant.

5.2. Contribution Scores (Shapley Values) of Neu-
rons to Concepts.

Concepts of different levels. The bar charts in Figure
S.8,S.9,S.10, and S.11 show the contribution scores (Shap-
ley values) of neurons on layer features.30 of VGG19 to
concepts of animal, vertebrate, mammal, and carnivore re-
spectively. As we can see, the 445" neuron has the highest
contribution to all the concepts.

Concepts of the same level. The bar charts in Figure
S.14, S.15, S.16 show the contribution scores (Shapley val-
ues) of neurons on layer Mixed_6b of Inception v3 to con-
cepts of animal, person, and plant respectively. There are
768 neurons on layer Mixed_6b in total. For animal, there
are 711 neurons with contribution scores larger than zero.
For person, the number is 615. And for plant, the number
is 387. This indicates that there are less neurons responsi-
ble for plant, which may reflect the bias of the training data
that only few categories of plants were included and plant
images only take a small percentage of the whole dataset.

Different models. The bar charts in Figure S.8, S.12,
S.13, and S.14 show the the contribution scores (Shapley
values) of neurons on different layers of VGG19, VGG16,
ResNet50, and Inception v3 to the concept of animal re-
spectively. As we can see, the drop of the neurons’ con-
tribution scores of ResNet50 is less sharp compared with
VGG16 and Inception v3, which means that the neurons of
ResNet50 more rely on collaboration to detect animal.

5.3. Activation Maps of Multimodal Neurons

As shown in S 4, the 445" neuron on layer features.30 of
VGG19 contribute strongly to multiple concepts, indicating
it is multimodal. We show the activation maps of the 445"
neuron on images of animal (see Figure S.17), mammal (see
Figure S.18), and canine (see Figure S.19) respectively.

Also, we show the activation maps of the 199t neuron
on layer features.30 of VGG19 which contributes strongly
to both bird and car in Figure S.20 and S.21. The results
indicate the 199" neuron activates the head of bird while
deactivating the wheels of car. Therefore, it is multimodal
and can detect both bird and car.

6. Weakly Supervised Object Localization
6.1. Localization Accuracy on CUB-200-2011

As shown in Table S.3, the localization accuracy of
HINT is compared with existing methods on the CUB-200-



2011 [25] dataset. We train animal classifiers with 10%,
20%, 40%, 80% neurons sorted and selected by Shapley
values using different models. Besides, we add a baseline
tests of HINT where the neurons are randomly chosen. The
results verify that Shapley values are good measurements of
neuron contributions and show that different models might
have different learning modes: ResNet50 and Inception
v3 rely more on neurons’ collaboration while neurons in
VGG16 work more independently. This can be observed
from the Localization Accuracy values. The Localization
Accuracy of ResNet50 and Inception v3 increase steadily
when more neurons are included in the concept classifier
while the Localization Accuracy of VGG16 only has minor
increase when more neurons are added.

Table S.3. Comparison of Localization Accuracy on CUB-200-
2011. * indicates fine-tuning on CUB-200-2011. “rand” indicates
the neurons are randomly selected.

VGG16 ResNet50 Inception v3

CAM* [33] 344%  42.7% 43.7%
ACoL* [31] 45.9% - -

SPG* [32] - - 46.6%
ADL* [3] 52.4% 62.3% 53.0%
DANet* [27] 52.5% - 49.5%
EIL* [14] 57.5% - -

PSOL* [29] 66.3% 70.7% 65.5%
GCNet* [11] 63.2% - -

RCAM* [2] 59.0% 59.5% -

FAM* [15] 69.3% 73.7% 70.7%
Ours (10%) 66.6% 60.2% 49.0%
Ours (10%, rand) 56.2%  4.7% 14.2%
Ours (20%) 65.2% 67.1% 55.8%
Ours (20%, rand)  58.4% 35.9% 34.2%
Ours (40%) 61.3% 77.3% 52.8%
Ours (40%, rand)  60.5% 68.6% 48.1%
Ours (80%) 64.8% 80.2% 56.2%
Ours (80%, rand)  61.5% 76.5% 53.0%

6.2. Quantitative Results of Applying Concept Clas-
sifiers on ImageNet

In this section, because many images in ImageNet only
have classification labels, we use the hidden layer saliency
map as the mask of the target object. And we apply metrics
of pointing game (pointing) [30], Spearman’s correlation
(spearman cor), and structure similarity index (SSMI) [26]
to evaluate concept classifiers’ performances on ImageNet.
VGG19 is used for testing.

Images of different concepts. As shown in Table S.4, we
apply whole classifier trained on layer features.30 to images
of different concepts. The results indicate that the whole
classifier can locate all the target objects as the concepts are

Table S.4. Apply whole classifier trained on layer features.30 to
images of different concepts.

Images of pointing  spearman cor SSMI
whole 88.0% 52.2% 34.4%
person 34.0% 32.0% 26.5%
plant 60.4% 37.9% 24.6%
animal 81.9% 62.8% 38.1%
mammal 77.7% 63.4% 43.5%
bird 86.7% 60.3% 44.1%
reptile 68.5% 56.3% 35.8%
carnivore 82.2% 68.3% 42.4%
primate 82.6% 53.7% 36.9%
aquatic mammal  56.9% 57.0% 43.5%

all subcategories of whole. Also, we test the mammal classi-
fier to images of other concepts which have no intersection
with mammal, showing that the mammal classifier only re-
sponses to image contents of mammal (see Table S.5).

Table S.5. Apply mammal classifier trained on layer features.30
to person and plant images.

Images of pointing spearman cor SSMI
person 8.8% 6.4% 8.6%
plant 3.6% 9.3% 0.9%

Different layers. As shown in Table S.6, we apply mam-
mal classifier trained on different layers to mammal images.
The accuracy values increase as the layer goes higher, indi-
cating the network can learn abstract concepts such as mam-
mal on high layers.

Table S.6. Apply mammal classifier trained on different layers to
mammal images.

Layer pointing  spearman cor SSMI
features.2 11.7% 4.9% 3.7%
features.7 13.0% 13.7% 6.1%
features. 10  28.7% 30.5% 8.9%
features.14  35.1% 34.5% 9.7%
features.20 58.4% 45.3% 15.4%
features.25 67.8% 51.7% 25.3%
features.30 76.4% 59.8% 37.7%

6.3. Visualizations of Localization Results on Ima-
geNet, CUB-200-2011, and PASCAL VOC

ImageNet. Figure S.22, S.23, S.24, S.25, and S.26 illus-
trate the localization results of applying whole classifier on
images containing contents of whole, plant, animal, bird,
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Figure S.3. Localization results of different models on the radiographs of COVID19 cases with typical symptoms. The red bounding boxes

are the lesion regions drawn by doctors.

and canine respectively. Figure S.27, S.28, and S.29 illus-
trate the localization results of applying mammal classifier
on images containing contents of animal, mammal, and ca-
nine respectively. Note that some animals are not mammals
and cannot be located. Figure S.26, S.29, and S.30 illus-
trate the localization results of applying whole, mammal,
and carnivore classifiers on images containing contents of
canine respectively.

CUB-200-2011. Figure S.31, S.32, and S.33 illustrate the
localization results of applying animal classifier trained on
layer Mixed_6b of Inception v3, layer3.5 of ResNet50, and
features.26 of VGG16 on the images from CUB-200-2011
respectively.

PASCAL VOC. Figure S.34 shows the sample images
from PASCAL VOC used for test with masks indicating the
target objects. Figure S.35, S.36, and S.37 illustrate the lo-
calization results of applying whole, animal, and bird clas-
sifiers on the sample images. The classifiers are all trained
on layer features.30 of VGG19 with 20 neurons selected by
Shapley values. The results indicate the unique advantage
of HINT for object localization: a flexible choice of local-

ization targets.

7. Ablation study

Ilustration of the localization results of concept clas-
sifiers implemented with different saliency methods.
Figure S.38 shows the localization results of concept clas-
sifiers using Guided Backpropagation, Vanilla Backpropga-
tion, Gradient x Input, Integrated Gradients, and Smooth-
Grad on dataset CUB-200-2011. The illustration indicates
that HINT is general and can be implemented with different
saliency methods.

Illustration of the localization results of concept classi-
fiers trained with neurons chosen by shap, clf_coef, and
random Figure S.35, S.39, and S.40 show the localiza-
tion results of applying whole classifiers on the sample im-
ages from PASCAL VOC, where the classifiers are trained
on layer features.30 of VGG19 with 20 neurons selected by
Shapley values (shap), selected by the coefficients of the
linear classifier (clf_coef), or randomly selected (random).
From observation, “’shap” locates more whole objects and
larger object contents, indicating that Shapley values are
good measures of neurons’ contributions to concepts.
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Figure S.4. Top-10 responsible neurons to concepts on layer “features.30” of VGG19.
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Figure S.8. Contribution scores (Shapley values) of neurons on layer features.30 of VGG19 to the concept of animal.
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Figure S.9. Contribution scores (Shapley values) of neurons on layer features.30 of VGG19 to the concept of vertebrate.
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Figure S.10. Contribution scores (Shapley values) of neurons on layer features.30 of VGG19 to the concept of mammal.
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Figure S.11. Contribution scores (Shapley values) of neurons on layer features.30 of VGG19 to the concept of carnivore.
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Figure S.12. Contribution scores (Shapley values) of neurons on layer features.26 of VGG16 to the concept of animal.
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Figure S.13. Contribution scores (Shapley values) of neurons on layer layer3.5 of ResNet50 to the concept of animal.
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Figure S.14. Contribution scores (Shapley values) of neurons on layer Mixed_6b of Inception v3 to the concept of animal.
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Figure S.15. Contribution scores (Shapley values) of neurons on layer Mixed_6b of Inception v3 to the concept of person.
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Figure S.16. Contribution scores (Shapley values) of neurons on layer Mixed_6b of Inception v3 to the concept of plant.
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Figure S.17. Activation map of the 445" neuron on animal images.
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Figure S.18. Activation map of the 445" neuron on mammal images.
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Figure S.19. Activation map of the 445" neuron on canine images.
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Figure S.21. Activation map of the 199*" neuron on car images.
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Figure S.22. Localization results of applying whole classifier on the images containing the concept of whole from ImageNet.

Figure S.23. Localization results of applying whole classifier on the images containing the concept of plant from ImageNet.
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Figure S.24. Localization results of applying whole classifier on the images containing the concept of animal from ImageNet.
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Figure S.25. Localization results of applying whole classifier on the images containing the concept of bird from ImageNet.

23



Figure S.26. Localization results of applying whole classifier on the images containing the concept of canine from ImageNet.
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Figure S.27. Localization results of applying mammal classifier on the images containing the concept of animal from ImageNet. Note that
some animals are not mammals and cannot be located.
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Figure S.28. Localization results of applying mammal classifier on the images containing the concept of mammal from ImageNet.
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Figure S.29. Localization results of applying mammal classifier on the images containing the concept of canine from ImageNet.
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Figure S.30. Localization results of applying carnivore classifier on the images containing the concept of canine from ImageNet.
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Figure S.31. Localization results of applying animal classifier trained on layer Mixed_6b of Inception v3 on the images from CUB-200-
2011. The yellow bounding boxes are the groundtruth.
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Figure S.32. Localization results of applying animal classifier trained on layer layer3.5 of ResNet50 on the images from CUB-200-2011.
The yellow bounding boxes are the groundtruth.
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Figure S.33. Localization results of applying animal classifier trained on layer features.26 of VGG16 on the images from CUB-200-2011.
The yellow bounding boxes are the groundtruth.
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Figure S.34. Sample images from PASCAL VOC with masks indicating the target objects.
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Figure S.35. Localization results of applying whole classifier on the sample images from PASCAL VOC. The classifier is trained on layer
features.30 of VGG19 with 20 neurons selected by Shapley values.
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Figure S.36. Localization results of applying animal classifier on the sample images from PASCAL VOC. The classifier is trained on layer
features.30 of VGG19 with 20 neurons selected by Shapley values.
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Figure S.37. Localization results of applying bird classifier on the sample images from PASCAL VOC. The classifier is trained on layer
features.30 of VGG19 with 20 neurons selected by Shapley values.
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Guided Backpropagation

Vanilla Backpropagation

Gradient x Input

Integrated Gradients

SmoothGrad

Figure S.38. Localization results of animal classifiers implemented with different modified saliency methods.

36



Figure S.39. Localization results of applying whole classifier on the sample images from PASCAL VOC. The classifier is trained on layer
features.30 of VGG19 with 20 neurons selected by the coefficients of the linear classifier.
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Figure S.40. Localization results of applying whole classifier on the sample images from PASCAL VOC. The classifier is trained on layer
features.30 of VGG19 with 20 neurons randomly selected.
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