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A. Analysis of Landmark Agent Attention

In this section, we want to prove that with enough se-
lected samples z;, the approximate affinity matrix A will
approach original affinity matrix A.

Firstly , we need to prove that the similarity between A
and A is a monotonically non-decreasing function in terms
of I. Input with representations z € R™V*? where N de-
notes the number of the samples and d represents the di-
mension of each sample. The affinity matrix can be formu-
lated as A = zz' € RV*N . Here we replace the query
q and key k with z to simplify the derivation because both
query q and key k are obtained by z with arbitrary linear
projection.

We define a sampling matrix L = diag(ly,...,Ix) €
RYXN " which is a diagonal matrix. If we select the i-th
sample from z, [; is set to be 1; if not, it is set to be 0. We
note that the number of selected samples is | = Zf;l l;.
Then we define a selected data matrix z; = Lz € RN*¢,
When we remove the rows which are not selected, we get
z; € R4 and treat it as landmark agents in our pro-
posed method. By multiplying the origin data matrix and
the landmark agent matrix, we obtain the projected lower-
dimensional data matrix z = zle € RNX! Then the

approximate affinity matrix is formulated as A = zz' €
RN XN

Proposition 1. Consider two attention matrices: Als and
Al include 1, and 1, selected samples, respectively. We
define that A" covers all selected samples in the A'*, and
ly > lo. We assume the attention matrix A is positive semi-
definite matrix. Then we have

cos(vec(A), vec(Al)) > cos(vec(A), vec(Ale)),

which denotes that the similarity cos(vec(A), vec(A)) is a
monotonically non-decreasing function in terms of l.

Proof. Particularly, we derive the formulation of A and ob-

tain the relationships between A and A as follows:

A=22" =2z (zz])7
=22 z1z' =22 L Lzz' (1)
= ALA.

We apply cos(-, -) to mearsure the similarity between A

and A. We first convert both affinity matrices into column
vectors vec(A) and vec(A). Thus the similarity can be for-
mulated as:

~ vec(A) ' vec(A)
cos(vec(A), vec(A)) = A
(vec(A), vec(A)) [vec(A)||||vec(A)]|

_ tr(ATA)
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To simplify the similarity formulation, we decompose
the affinity matrix A. According to the finite-dimensional
spectral theorem, every real symmetric matrix can be diago-
nalized by a real orthogonal matrix. In our case, the affinity
matrix A is a real symmetric matrix, where AT = A, thus
the matrix can be decomposed as:

A=Q"AQ, 3)

where Q denotes the orthogonal matrix Q 'Q = QQ' =
I, and A = diag()\y,..., An) is a diagonal matrix of the
eigenvalues of A. In general, we assume that A is positive
semidefinite matrix, A; > 0,Vi € {1,2,..., N}.

To further simplify the trace formulation, we introduce
a real symmetric matrix S = QLQ" and S;; = q,;Lq, ,
where q; is the i-th eigenvector in Q of A. Since Q is
orthogonal, we obtain that tr(S) = tr(L) = [ and S;; €
[0, 1]. Thus, we reformulated each trance in (2) as follows:



tr(ATA) = tr(Q"AQQ AQLQAQ)
=tr A3 Z /\3 Sii

tr(ATA) = tr(QTAQQTAQ)

A?) =N, “)
tr(ATA) = tr(QTAQLQTAQQAQLQ T AQ)
=tr A4 Z )\4 Sii.

By integrating (4) into (2), we obtain the simplified metric
function as:

cos(vec(A) vec(ﬁ)) _ tr(ATA)
| \/tr(ATA)tr(grg)
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We set two landmark agents matrices: z,* has I, selected
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samples and z l” has [, selected samples. We note that [, <
Iy and Zz includes all selected samples in the z,*. Thus, we
have Sfl < Sf;’ We compare the similarity as follows:

cos(vec(A),vec(:&lb))
cos(vec(A), vec(Ala))
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which demonstrates that cos(vec(A),vec(Al)) >
cos(vec(A), vec(Al=)). This denotes that the similarity
cos(vec(A), vec(A)) is a monotonically non-decreasing
function in terms of [. O

Next, we further provide theoretical proof to show that
given enough selected samples, A will be very similar as A.

Proposition 2. Let A include all training samples, e.g.,
[ = N. We assume that each normalized eigenvalue \; /N
follows the beta distribution Be(a, a(N — 1)), where o > 0
is a hyper-parameter depending on the datasets. When the
number of training sample is large, we have

)

cos(vec(A), vec(A)) =~

bound of the similarity,
is a monotonically increasing

Thus, the  upper
cos(vec(A), vec(A)),

function in terms of o, which is larger than \/g
Proof. When all samples are selected, we have [ = N and
L = I. Thus, we can derive the upper bound of the similar-
ity as follows:
~ tr(ATA
cos(vec(A), vec(A)) = ut )~ =
Vir(ATA)(ATA)
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where tr(A) = tr(A) = >, \; = N, since we utilize the
normalized feature vector. Here, we assume u; = \;/N is a
random variable which is sampled from the beta distribution
Be(a, ). In our case, the average of all eigenvalues is A=
> Ai/N = 1. Thus, the average of all random samples
should be @ = 1/N. If the number of samples is large
enough, we have

a 1
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And we note that in the experiments, N is always very large.
According to the properties of the beta distribution, we have

a+3
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E(u?) = oa+2

E(u?).

(10)
By integrating (9) and (10) into (8), we can further simplify
as follows:

E(u’), E(u') =

cos(vec(A), vec(A)) =

(E(u?))? (11)
)

where f(a) is a monotonically increasing function.
Since @ > 0, we obtain that the upper bound of

cos(vec(A), vec(A)) should be larger than \/g ~ 0.8165.

In our experiments, we observe that the similarity achieves
0.9962 when all the samples are selected. In general, the
approximate affinity matrix A will approach the original
affinity matrix A, which shows the rationality of Landmark
Agent Attention. O



B. Visualization of Ranking List

We visualize some of the ranking lists on the Market-
1501 dataset in figure 1. As shown in the first rows of fig-
ure | (a) and (b), the persons in red boxes have similar ap-
pearance to the persons in query images while do not belong
to the same identities, which show that there are some false-
positive samples at the top of the ranking list obtained by the
baseline model. On the contrary, those false-positive per-
sons with similar appearances are constrained by NFormer.
In the meantime, the person in the green box, which has a
large lighting change and viewpoint change compared with
the query image, has been kept at the top of the ranking list
obtained by NFormer. This is because the NFormer could
help to maintain the most discriminative feature and enable
the ranking process robust to outliers by considering the
neighbors information. As shown in figure 1 (c) and (d),
the ranking lists of the baseline model contain many false-
positive samples because of the blurred query image in (c)
and similar distractors in (d). NFormer surpasses most of
the false-positive persons at the top of the ranking list and
brings the positive persons with low scores to the front of
the lists, which shows that NFormer could bring general im-
provements even on very difficult samples.

C. Stability of Landmark Sampling

We further show the performance stability influenced by
the landmark sampling process. Moreover, NFormer has
multiple attention modules, increasing the number of sam-
pled landmarks (5 for each attention) and improving stabil-
ity. We repeated the same experiments 5 times on Market-
1501 and Duke-MTMC datasets, the results are shown in
Table 1. We observe only 0.02% (in terms of 95% con-
fidence interval) on Market1501 and Duke-MTMC, which
means the performance is stable even with the random sam-
pling process. As there are lots of persons with similar ap-
pearance in the input, the affinity map is low-rank. That is,
the affinity matrix can be properly approximated by a small
number of landmarks.

Iterations | #1  #2 #3  #4  #5 |  Avg

Market1501 |91.09 91.12 91.10 91.14 91.11|91.11 £ 0.02
Duke-MTMC | 83.52 83.57 83.53 83.56 83.52|83.54 +0.02

Table 1. mAP on Market-1501 and Duke-MTMC by 5 repeated
experiments.
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Figure 1. Visualization of ranking lists on Market-1501 datasets. The first row of each sub-figure shows the ranking list obtained by the
baseline model. The second row of each sub-figure shows the ranking list obtained by NFormer. The persons who are different from query
persons are marked by red boxes.



