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1. Impact of loss

Table 1. The impact of different losses on COCO-20i to PASCAL-
5i 5-shot experiments.

COCO-20i to PASCAL-5i

Lorth Lcont split-0 split-1 split-2 split-3 mean
56.3 57.5 65.4 63.2 60.6

✓ 57.6 59.1 67.0 66.4 62.5
✓ 58.4 60.5 69.5 70.1 64.6

✓ ✓ 57.4 62.2 68.0 74.8 65.6

In Table 1, we analyzed the impact of Lorth and Lcont

to the final result. We observed that both Lorth and Lcont

could improve the segmentation effects from rows 2 and 3,
respectively. The advance of Lorth achieves 1.9%, which
proves the irrelevance among meta-memory can help the
model to capture more abundant style information. Lcont is
also valuable to segmentation, which improves 4% effects.
Two losses help the model collect different stylistic features
and achieve consistent high-level representation.

2. 5-shot Experiments
In Table 2, we compare our method with other few-

shot segmentation network on the 5-shot experiments from
COCO-20i to FSS-1000. Our model achieve 11.3% im-
prove of ASGNet [2], and the performance of HSNet [4]
is also stunning, but our model still have 0.6% lead.

Table 3 and Table 4 show the 5-shot transfer effect from
COCO-20i and PASCAL-5i to SUIM dataset, the domain
gap is significantly present in SUIM and source domains.
As shown in Table 3, our method achieve better results on
all splits, it outperforms the ASGNet [2] of 2.1%.

The segmentation results in Table 4, with SCL [7]
achieving 30.8% mIoU compare 26.5% in Table 3, may
caused by the gentler domain gap between PASCAL-5i

and SUIM. Our method provides 43.0% mIoU results for
PASCAL-5i to SUIM tasks, which outperforms SCL [7] by
12.2%.

3. Intra-domain segmentation
We also compare our method with state-of-the-art meth-

ods on the intra-domain few-shot segmentation. In Table 5,
we provide 1-shot and 5-shot semantic segmentation results

Table 2. Cross-domain 5-shot semantic segmentation results on
COCO-20i to FSS-1000 task.

COCO-20i to FSS-1000
Backbone Method split-0 split-1 split-2 split-3 mean

ResNet50

ASGNet [2](CVPR21) 72.5 74.6 70.2 71.2 72.1
HSNet [4](ICCV21) 81.8 82.3 82.4 84.9 82.8
SCL [7](CVPR21) 82.5 78.3 77.3 74 78.0
Ours 84.4 83.5 81.2 84.5 83.4

Table 3. Cross-domain 5-shot semantic segmentation results on
COCO-20i to SUIM task.

COCO-20i to SUIM
Backbone Method split-0 split-1 split-2 split-3 mean

ResNet50

ASGNet [2](CVPR21) 41.1 42.5 41.4 42.2 41.8
HSNet [4](ICCV21) 41.1 42.7 42.7 41.1 41.9
SCL [7](CVPR21) 28.1 27.7 23.3 27 26.5
Ours 41.2 44.5 45.9 44.1 43.9

Table 4. Cross-domain 5-shot semantic segmentation results on
PASCAL-5i to SUIM task.

PASCAL-5i to SUIM
Backbone Method split-0 split-1 split-2 split-3 mean

ResNet50

ASGNet [2](CVPR21) 43.2 41.3 39.5 43.2 41.8
HSNet [4](ICCV21) 35.3 34.1 34 32.5 33.9
SCL [7](CVPR21) 31.3 29.6 31 31.5 30.8
Ours 42.9 43.1 42.5 43.6 43.0

compared with previous methods, where the train and test
dataset are sampled from COCO-20i. We can observe that
our model has achieved the best performance in the 1-shot
segmentation task, which is 1.4% higher than HSNet [4].
In the 5-shot experiment, the proposed method is also close
to the state-of-art approaches, which further indicates that
the improvement of our method comes from the reducing
domain gap.

4. Qualitative results
In the Figure 1 left part, we visualize the effect of

COCO-20i to PASCAL-5i. As the figure shows, our net-
work can complete the segmentation task more finely than
other methods. For example, in the second row, our network
avoids the dilemma of segmenting humans as the bottle cat-
egory. In the last Figure 1 row, our network can segment
more instances.
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Table 5. Test the split effect on the original COCO

Backbone Method 1-shot 5-shot
split-0 split-1 split-2 split-3 mean split-0 split-1 split-2 split-3 mean

ResNet50

RPMMs [6](ECCV20) 29.5 36.8 29.0 27.0 30.6 33.8 42.0 33.0 33.3 35.5
CWT [3](ICCV21) 30.3 36.6 30.5 32.2 32.4 38.5 46.7 39.4 43.2 42.0
PFENet [5](TPAMI) 36.5 38.6 34.5 33.8 35.8 36.5 43.3 37.8 38.4 39.0
RePRI [1](CVPR21) 31.2 38.1 33.3 33.0 34.0 38.5 46.2 40.0 43.6 42.1
ASGNet [2](CVPR21) - - - - 34.5 - - - - 42.5
HSNet [4](ICCV21) 36.3 43.1 38.7 38.7 39.2 43.3 51.3 48.2 45.0 46.9
Ours 38.9 40.1 44.0 39.5 40.6 44.7 49.8 47.9 44.4 46.7
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Figure 1. left part shows the 1-shot results on COCO to PASCAL with ResNet50. Right part shows the 1-shot results on COCO to FSS-
1000 with ResNet50.

In the Figure 1 right part, we visualize the segmentation
effect on FSS-1000. There are many daily objects in FSS-
1000, and the data distribution significantly differs from
COCO datasets. The figure shows that even facing small
objects, our network can still achieve good segmentation
results.
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