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Figure 1. (A) Flow diagram of experiment. The activation value and cross-entropy corresponding to the mask are generated by masking the feature map. (B) The foreground activation value and background activation value are obtained by reserving the foreground area and background area, respectively. (C) The curve of entropy, foreground activation, and background activation with mask area, the dashed line represents the position of the ground-truth mask.

## 1. Exploratory Experiment

We introduce the implementation of the experiment, as shown in Fig. 1(A). For a given GT binary mask, the activation value (Activation) and cross-entropy (Entropy) corresponding to this mask are generated by masking the feature map. We erode and dilate the ground-truth mask with a convolution of kernel size $5 n \times 5 n$, obtain foreground masks with different area sizes by changing the value of $n$, and plot the activation value versus cross-entropy with the area as the horizontal axis, as shown in Fig. 1(B). By inverting the foreground mask, the corresponding background activation value for the foreground mask area is generated in the same way. In Fig. 1(C), we show the curves of entropy, foreground activation, and background activation with mask area. It can be noticed that both background activation and foreground activation value have a higher correlation with the mask compared to the entropy. We show more examples in Fig. 2 and Fig. 3 to illustrate the generality of this phenomenon. Fig. 2 reflects that there is a "mismatch" between entropy and ground-truth mask, while the activation

[^0]value tends to "saturate" when mask expands to the object boundary. In Fig. 3, we compare the foreground and background activation curves, which show a "symmetry", indicating that using the background activation value to learn generator is equally effective.


Figure 2. Examples about the entropy value of CE loss w.r.t foreground mask and foreground activation value w.r.t foreground mask.


Figure 3. Examples about foreground activation value $w$.r.t foreground mask and background activation value w.r.t foreground mask.

## 2. Experiment

### 2.1. Hyperparameter

Hyperparameter $\alpha$ in total loss. $\alpha$ denotes the factor of $\mathcal{L}_{F R G}$. Foreground region guidance loss can guide the activation map learning to the approximate location, which is necessary when the backbone is ResNet50, MobileNetV1, and InceptionV3, but is not required for VGG16. As shown in Table 1, on CUB-200-2011, the best results are obtained at $\alpha=0$ when the backbone is VGG16.

| $\boldsymbol{\alpha}$ | $\mathbf{0 . 0}$ | $\mathbf{0 . 1}$ | $\mathbf{0 . 2}$ | $\mathbf{0 . 3}$ | $\mathbf{0 . 4}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 6}$ | $\mathbf{0 . 7}$ | $\mathbf{0 . 8}$ | $\mathbf{0 . 9}$ | $\mathbf{1 . 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Top-1 | $\mathbf{7 1 . 3 3}$ | 69.79 | 69.14 | 69.75 | 70.07 | 69.20 | 70.01 | 69.55 | 69.34 | 69.22 | 68.84 |
| Top-5 | $\mathbf{8 5 . 3 3}$ | 83.57 | 83.00 | 83.86 | 83.41 | 82.74 | 83.91 | 83.32 | 82.83 | 83.75 | 82.76 |
| GT-known | $\mathbf{9 1 . 0 7}$ | 89.24 | 88.95 | 89.75 | 89.33 | 88.72 | 89.37 | 89.17 | 88.67 | 89.70 | 88.64 |

Table 1. Performance w.r.t $\boldsymbol{\alpha}$ on CUB-200-2011.

Hyperparameter $\beta$ in total loss. $\quad \beta$ reflects the degree of constraint between foreground area and background suppression. when $\beta$ is small, more areas in the foreground activation map are activated, while when $\beta$ is too large, it will suppress the learning of the activation map. As shown in Table 2, our method achieves the best performance when $\beta=0.7$ on VGG16.

| $\boldsymbol{\beta}$ | $\mathbf{0 . 1}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 6}$ | $\mathbf{0 . 7}$ | $\mathbf{0 . 8}$ | $\mathbf{1 . 0}$ | $\mathbf{1 . 2}$ | $\mathbf{1 . 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Top-1 | 68.65 | 70.35 | 70.47 | $\mathbf{7 1 . 3 3}$ | 70.01 | 70.66 | 70.13 | 68.90 |
| Top-5 | 82.32 | 82.32 | 84.78 | $\mathbf{8 5 . 3 3}$ | 84.11 | 84.73 | 84.00 | 83.01 |
| GT-known | 87.79 | 90.01 | 90.33 | $\mathbf{9 1 . 0 7}$ | 90.01 | 90.30 | 89.74 | 88.74 |

Table 2. Performance w.r.t $\boldsymbol{\beta}$ on CUB-200-2011.

Selection of hyperparameter. We show the selection of hyperparameters and the corresponding localization accuracy of the proposed BAS for different backbones and datasets in Table 3.

| Dataset | Backbone | $\boldsymbol{\alpha}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\lambda}$ | K | Top-1 | Top-5 | GT-known |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CUB-200-2011 [11] | VGG16 | 0.0 | 0.7 | 1.0 | 80 | 71.33 | 85.33 | 91.07 |
|  | MobileNetV1 | 0.5 | 1.5 | 1.0 | 200 | 69.77 | 86.00 | 92.35 |
|  | ResNet50 | 0.5 | 1.2 | 1.0 | 200 | 77.25 | 90.08 | 95.13 |
|  | InceptionV3 | 0.5 | 1.0 | 1.0 | 200 | 73.29 | 86.31 | 92.24 |
|  | VGG16 | 0.05 | 1.0 | 1.0 | 1 | 52.96 | 65.41 | 69.64 |
|  | MobileNetV1 | 0.5 | 1.5 | 1.0 | 1 | 52.97 | 66.59 | 72.00 |
|  | ResNet50 | 1.0 | 2.0 | 1.0 | 1 | 57.18 | 68.44 | 71.77 |
|  | InceptionV3 | 1.0 | 2.5 | 1.0 | 1 | 58.51 | 67.00 | 71.93 |

Table 3. Selection of hyperparameters under different backbones and datasets and corresponding localization accuracy.
Accuracy. We show more results in Table 4 and Table 5. It can be noted that the proposed method achieves excellent localization accuracy along with high accuracy on the classification task, which indicates that BAS can learn object localization results without affecting the classification ability.

## 3. More Examples

Visual Results. More visualization examples are shown in Fig. 4 and Fig. 5. As can be seen in Fig. 5, even in a noisy environment, BAS can still accurately localize objects, which indicates that the proposed BAS has robust localization capability.

Mask Annotation. We demonstrate part of the mask labels provided by CUB-200-2011 and compare the localization maps of SPA [8] and BAS on VGG16, as shown in Fig. 6. Compared to SPA, our localization maps are brighter on the object area and better localized at the edges of the object.

| Methods | Venue | Backbone | Loc. Acc. |  |  | Cls. Acc. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Top-1 | Top-5 | GT-known | Top-1 | Top-5 |
| CAM [19] | CVPR16 | VGG16 | 41.06 | 50.66 | 55.10 | 76.60 | 92.50 |
| ACoL [16] | CVPR18 | VGG16 | 45.92 | 56.51 | 62.96 | 71.90 | - |
| ADL [3] | CVPR19 | VGG16 | 52.36 | - | 75.41 | 65.27 | - |
| DANet [14] | ICCV19 | VGG16 | 52.52 | 61.96 | 67.70 | 75.40 | 92.30 |
| I2C [18] | ECCV20 | VGG16 | 55.99 | 68.34 | - | - | - |
| MEIL [6] | CVPR20 | VGG16 | 57.46 | - | 73.84 | 74.77 | - |
| GCNet [5] | ECCV20 | VGG16 | 63.24 | 75.54 | 81.10 | 76.80 | 92.30 |
| PSOL [15] | CVPR20 | VGG16 | 66.30 | $\underline{84.05}$ | 89.11 | - | - |
| SPA [8] | CVPR21 | VGG16 | 60.27 | 72.50 | 77.29 | 76.11 | 92.15 |
| SLT [4] | CVPR21 | VGG16 | 67.80 | - | 87.60 | 76.60 | - |
| FAM [7] | ICCV21 | VGG16 | $\underline{69.26}$ | - | $\underline{89.26}$ | $\underline{77.26}$ | - |
| ORNet [13] | ICCV21 | VGG16 | 67.73 | 80.77 | 86.20 | 77.00 | $\underline{93.00}$ |
| BAS (Ours) | This Work | VGG16 | 71.33 | 85.33 | 91.07 | 77.49 | 93.18 |
| CAM [19] | CVPR16 | MobileNetV1 | 48.07 | $\underline{59.20}$ | 63.30 | 73.25 | $\underline{91.50}$ |
| HaS [10] | ICCV17 | MobileNetV1 | 46.70 | - | 67.31 | 65.98 | - |
| ADL [3] | CVPR19 | MobileNetV1 | 47.74 | - | - | 70.43 | - |
| RCAM [2] | ECCV20 | MobileNetV1 | 59.41 | - | 78.60 | 73.51 | - |
| FAM [7] | ICCV21 | MobileNetV1 | $\underline{65.67}$ | - | $\underline{85.71}$ | 76.38 | - |
| BAS (Ours) | This Work | MobileNetV1 | 69.77 | 86.00 | 92.35 | 74.67 | 92.60 |
| CAM [19] | CVPR16 | ResNet50 | 46.71 | 54.44 | 57.35 | 80.26 | - |
| ADL [3] | CVPR19 | ResNet50-SE | 62.29 | - | - | 80.34 | - |
| PSOL [15] | CVPR20 | ResNet50 | 70.68 | 86.64 | 90.00 | - | - |
| WTL [1] | WACV21 | ResNet50 | 64.70 | - | 77.35 | 77.28 | - |
| FAM [7] | ICCV21 | ResNet50 | 73.74 | - | 85.73 | 82.72 | - |
| SPOL [12] | CVPR21 | ResNet50 | 80.12 | 93.44 | 96.46 | - | - |
| BAS (Ours) | This Work | ResNet50 | 77.25 | 90.08 | 95.13 | 80.84 | 94.39 |
| CAM [19] | CVPR16 | InceptionV3 | 41.06 | 50.66 | 55.10 | 73.80 | 91.50 |
| SPG [17] | ECCV18 | InceptionV3 | 46.64 | 57.72 | - | - | - |
| DANet [14] | ICCV19 | InceptionV3 | 49.45 | 60.46 | 67.03 | 71.20 | 90.60 |
| I2C [18] | ECCV20 | InceptionV3 | 55.99 | 68.34 | 72.60 | - | - |
| GCNet [5] | ECCV20 | InceptionV3 | 58.58 | 71.00 | 75.30 | 76.80 | 93.40 |
| PSOL [15] | CVPR20 | InceptionV3 | 65.51 | 83.44 | - | - | - |
| SPA [8] | CVPR21 | InceptionV3 | 53.59 | 66.50 | 72.14 | 73.51 | 91.39 |
| SLT [4] | CVPR21 | InceptionV3 | 66.10 | - | 86.50 | 76.40 | - |
| FAM [7] | ICCV21 | InceptionV3 | $\underline{70.67}$ | - | 87.25 | 81.25 | - |
| BAS (Ours) | This Work | InceptionV3 | 73.29 | 86.31 | 92.24 | 79.01 | 93.10 |

Table 4. Comparison of localization accuracy and classification accuracy with state-of-the-art methods on CUB-200-2011. Best results are highlighted in bold, second are underlined.

| Methods | Venue | Backbone | Loc. Acc. |  |  | Cls. Acc. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Top-1 | Top-5 | GT-known | Top-1 | Top-5 |
| CAM [19] | CVPR16 | VGG16 | 42.80 | 54.86 | 59.00 | 66.60 | 88.60 |
| ACoL [16] | CVPR18 | VGG16 | 45.83 | 59.43 | 62.96 | 67.50 | 88.00 |
| ADL [3] | CVPR19 | VGG16 | 44.92 | - | - | 69.48 | - |
| I2C [18] | ECCV20 | VGG16 | 47.41 | 58.51 | 63.90 | 69.40 | 89.30 |
| MEIL [6] | CVPR20 | VGG16 | 46.81 | - | - | 70.27 | - |
| PSOL [15] | CVPR20 | VGG16 | 50.89 | 60.90 | 64.03 | - | - |
| SPA [8] | CVPR21 | VGG16 | 49.56 | 61.32 | 65.05 | 70.51 | 90.05 |
| SLT [4] | CVPR21 | VGG16 | 51.20 | 62.40 | 67.20 | 72.40 | - |
| FAM [7] | ICCV21 | VGG16 | 51.96 | - | 71.73 | 70.90 | - |
| ORNet [13] | ICCV21 | VGG16 | $\underline{52.05}$ | $\underline{63.94}$ | 68.27 | $\underline{71.60}$ | $\underline{90.40}$ |
| BAS (Ours) | This Work | VGG16 | 52.96 | 65.41 | 69.64 | 70.84 | 90.46 |
| CAM [19] | CVPR16 | MobileNetV1 | 43.35 | $\underline{54.44}$ | 58.97 | 66.20 | $\underline{87.23}$ |
| HaS [10] | ICCV17 | MobileNetV1 | 42.73 | - | 60.12 | 65.45 | - |
| ADL [3] | CVPR19 | MobileNetV1 | 43.01 | - | - | 67.77 | - |
| RCAM [2] | ECCV20 | MobileNetV1 | 44.78 | - | 61.69 | 67.15 | - |
| FAM [7] | ICCV21 | MobileNetV1 | $\underline{46.24}$ | - | $\underline{62.05}$ | 70.28 | - |
| BAS (Ours) | This Work | MobileNetV1 | 52.97 | 66.59 | 72.00 | $\underline{68.94}$ | 89.28 |
| CAM [19] | CVPR16 | ResNet50 | 38.99 | 49.47 | 51.86 | - | - |
| ADL [3] | CVPR19 | ResNet50-SE | 48.53 | - | - | 75.85 | - |
| I2C [18] | ECCV20 | ResNet50 | 51.83 | 64.60 | 68.50 | 76.70 | - |
| PSOL [15] | CVPR20 | ResNet50 | 53.98 | 63.08 | 65.44 | - | - |
| WTL [1] | WACV21 | ResNet50 | 52.36 | - | 67.89 | - | - |
| FAM [7] | ICCV21 | ResNet50 | 54.46 | - | 64.56 | 76.48 | - |
| SPOL [12] | CVPR21 | ResNet50 | 59.14 | $\underline{67.15}$ | $\underline{69.02}$ | - | - |
| BAS (Ours) | This Work | ResNet50 | $\underline{57.18}$ | 68.44 | 71.77 | 76.06 | 93.12 |
| CAM [19] | CVPR16 | InceptionV3 | 46.29 | 58.19 | 62.68 | 73.30 | 91.80 |
| SPG [17] | ECCV18 | InceptionV3 | 48.60 | 60.00 | 64.69 | 69.70 | 90.10 |
| DANet [14] | ICCV19 | InceptionV3 | 47.53 | 58.28 | - | 72.50 | 91.40 |
| I2C [18] | ECCV20 | InceptionV3 | 53.11 | 64.13 | 68.50 | 73.30 | 91.60 |
| GCNet [5] | ECCV20 | InceptionV3 | 49.06 | 58.09 | - | 77.40 | $\underline{93.60}$ |
| PSOL [15] | CVPR20 | InceptionV3 | 54.82 | 63.25 | 65.21 | - | - |
| SPA [8] | CVPR21 | InceptionV3 | 52.73 | 64.27 | 68.33 | 73.26 | 91.81 |
| SLT [4] | CVPR21 | InceptionV3 | $\underline{55.70}$ | $\underline{65.40}$ | 67.60 | 78.10 | - |
| FAM [7] | ICCV21 | InceptionV3 | 55.24 | - | $\underline{68.62}$ | 77.63 | - |
| BAS (Ours) | This Work | InceptionV3 | 58.51 | 69.00 | 71.93 | 77.99 | 94.02 |

Table 5. Comparison of localization accuracy and classification accuracy with state-of-the-art methods on ILSVRC. Best results are highlighted in bold, second are underlined.


Figure 4. Visualization of the localization results on CUB-200-2011 [11]. The ground-truth bounding boxes are in red, and the predictions are in green.


Figure 5. Visualization of the localization results on ILSVRC [9]. The ground-truth bounding boxes are in red, and the predictions are in green.


Figure 6. Illustration of the mask provided by CUB-200-2011, and comparison of the localization maps of SPA and our method on VGG16.
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