A. More few-shot transfer results

We observe similar scaling laws on more datasets, includ-
ing Oxford IIIT Pets [27], CIFAR-100 [23], and Caltech-
UCSD Birds [46]. The results are presented in Figure 9.

B. Pre-training details

We pre-train all the ViT models using adafactor optimizer
with half-precision momentum. We use the default 5; = 0.9
and B2 = 0.999 (clipping threshold) for adafactor. We
use batch size 4096 for all the models smaller than ViT-g.
For models ViT-g and ViT-G, to speed up the training, we
scale up the batch size at most to 32 768 and distribute the
training to 2048 TPUv3 chips. We set weight decay to 3.0 for
the “head” and 0.03 for the “body”. All the models are pre-
trained at resolution 224 x 224, with inception crop followed
by random horizontal flip pre-process. We use reciprocal
square-root schedule with a linear learning rate warmup of
10k steps. We cooldown the training at multiple steps as
noted in Tables from Section F.

C. Adaptation details

We report both the few-shot linear regression and finetune
results on mutiple datasets. For few-shot linear regression,
we simply solve the [2—regularized linear regression prob-
lem, using the frozen embeddings extracted from 224 x 224
resolution images.

For finetune evaluation, we use SGD optimizer with mo-
mentum. We use batch size 512 and gradient clipping at
global norm 1. We do not use weight decay for finetuning.
Following [22,42], we use higher resolution for finetuning.
More specifically, we use 384 x 384 resolution for ViT mod-
els smaller than ViT-g, and 518 x 518 resolution for both
ViT-g and ViT-G. We use Polyak averaging [29] only for the
ViT-G model during fine-tuning, similar to [15]. We use a
cosine learning rate schedule for 20k steps by default, except
a flat learning rate for Vi7-G with Polyak averaging. We
linearly warm up the learning rate for 500 steps. We sweep
over two learning rates {0.03, 0.01} and choose the better
one using a held-out 2% training split. On VTAB tasks, we
use a fixed 0.01 learning rate with a cosine learning rate
schedule. We train for 2 500 steps in total.

D. Impact of resolution and patch size

In this section, we answer the question of “what happens
if we scale up the resolution, while keeping number of tokens
fixed?". We perform experiments on ImageNet-21K to verify
this point, by scaling the resolution and patch size linearly
together. We observed in Table 3 that the quality difference
is pretty subtle if we increase patch and resolution together.
What matters for ViT architecture is the total number of

patches, which has already been covered in Table 2 with
different patch sizes: 32, 28, 16, and 14.

Table 3. Results of different resolutions and patch sizes.

Model B/32 B/48 B/64 S/16  S/24  S/32
Res. 224 336 448 224 336 448

INet1l0 6443 64.65 64.67 6342 6379 63.50

E. Full table of few-shot results

We provide the 5-shot learning and 10-shot learning re-
sults, on the four datasets from Figure 9. Both ViT-g/I4 and
ViT-G/14 are summarized in Table 4. All the other smaller
ViT models are summarized in Table 5, Table 6, Table 7,
Table 8, Table 9, Table 10, Table 11, Table 12, Table 13. We
are aware of a few missing rows, which do not affect the
trend for the scaling laws plot.

F. Full table of finetune results

We provide the finetune results on ImageNet, as well as
the results evaluated on the other two ImageNet V2 and Ima-
geNet ReaL test splits. Results for all the models could be
found from Table 14, Table 15, Table 16, Table 17, Table 18,
Table 19, Table 20, Table 21, Table 22. We are aware of
a few missing rows, which do not affect the trend for the
scaling laws plot. We show the total steps and the cooldown
steps for each model, as well as the best finetune learning
rate selected on ImageNet held-out 2% training split.
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Figure 9. Representation quality as a function of total training compute. Representation quality is measured as few-shot error rate on four
datasets. Sometimes, like in pets 5/10shot, the law does not fit the evidence perfectly, maybe the models are not ideal or the law is not
universal.

Table 4. Tabular representation of the few-shot results (%) for model ViT-g/14 and ViT-G/14.

Data Size Steps

INet5 INetl0 Cifar5 Cifarl0 Pets5 Pets10 Birds5 Birdsl0

ViT-g/14
3B 120K 740 764 753 792 934 947 796  84.0
3B 400K 79.1 813 791 829 961 968 842 877
3B 12M 813 833 88 8.3 971 975 856 889
3B XM 820 839 827 861 972 973 866  89.1
3B AM 824 843 830 8.5 970 976 870  89.2
3B 63M 827 845 846 8.5 973 977 867 898

ViT-G/14
3B SM 830 849 847 875 970 975 876  88.8




Table 5. Tabular representation of the few-shot results (%) for model L/16.

Data Size Steps INet5 INetl0 CifarS Cifarl0 Pets5 Pets10 Birds5S Birds10

30M 20K 455 49.6 523 58.0 744 81.1 55.1 63.0
30M 30K 533 57.4 58.8 64.5 82.8 87.0 61.1 68.3
30M 60K 62.6 66.0 66.2 71.3 903 91.6 68.6 74.6
30M 120K 66.5 69.3 67.2 72.8 912 927 70.8 77.1
30M 400K  69.5 72.2 70.2 74.8 928 939 72.5 78.6
30M 1.2M  67.1 70.6 69.2 73.6 913 926 69.8 75.2
30M 2M  65.1 68.7 68.7 73.9 882 91.1 67.7 73.7
30M 4M  63.1 67.2 66.6 71.7 88.6  90.6 66.0 72.6
300M 20K 45.0 49.7 52.1 57.3 744 79.1 55.5 63.2
300M 30K 54.0 57.4 60.5 65.5 83.1 817.5 61.3 68.3
300M 60K 63.0 66.5 68.0 72.8 90.2 922 68.7 4.7
300M 120K 68.5 71.4 70.9 75.4 92.1 93.7 74.1 79.5
300M 400K 74.6 77.0 71.5 77.1 942  95.1 78.8 83.3
300M 1.2M  76.0 78.0 74.8 79.0 954 952 79.8 83.5
300M 2M 775 79.5 77.0 81.5 95.8 963 82.5 84.8
300M M 71.0 78.7 77.4 81.1 95.1 95.9 80.0 83.5
1B 20K 459 50.6 52.6 58.9 75.8 80.2 55.8 63.4
1B 30K 547 58.4 60.8 66.0 84.5 88.0 62.4 69.5
1B 60K 63.4 66.9 68.2 72.1 91.0 923 69.3 75.0
1B 120K 68.5 71.3 70.7 75.7 92.5 942 73.5 78.4
1B 400K 74.6 76.9 74.7 77.4 94.1 94.9 78.5 82.4
1B 1.2M 77.1 79.2 76.3 79.8 94.6 954 80.7 84.5
1B 2M 785 80.0 77.6 80.8 95.7  96.2 82.9 85.8
1B 4M  79.1 81.0 77.5 82.3 96.5 969 82.4 85.0
3B 20K 45.7 49.7 51.9 58.1 74.6 792 54.9 62.6
3B 30K 54.1 57.7 59.7 64.9 84.0 87.6 62.4 69.4
3B 60K 63.6 66.9 67.2 71.5 89.8 921 69.9 75.5
3B 120K 68.9 71.5 70.8 76.0 92.0 93.8 74.8 79.2
3B 400K  74.5 76.8 74.8 78.9 944 951 79.0 82.6
3B 1.2M  78.0 79.7 71.3 80.8 953 963 82.8 86.1
3B 2M  78.6 80.5 79.4 82.4 95.7 96.4 83.6 86.0

3B 4M  79.8 81.5 78.9 82.2 96.3 97.0 84.7 87.1




Table 6. Tabular representation of the few-shot results (%) for model B/16.

Data Size Steps INet5 INetl0 CifarS Cifarl0 Pets5 Pets10 Birds5S Birds10

30M 20K 40.8 45.4 47.2 53.5 68.6 74.8 49.3 57.8
30M 30K 48.0 52.2 53.1 58.7 79.1 81.4 56.7 64.5
30M 60K 56.6 60.5 60.1 64.8 87.0 88.6 64.1 71.3
30M 120K  61.6 65.4 63.4 68.4 89.1 90.8 69.0 75.1
30M 400K 67.1 70.4 66.0 70.8 915 933 72.8 78.2
30M 1.2M 68.8 71.4 65.2 70.5 92.0 93.8 73.8 79.4
30M 2M  68.2 71.1 65.7 69.7 925 938 73.5 78.4
30M 4M 672 70.5 64.4 70.0 92.7  93.6 71.8 1.7
300M 20K 41.0 45.6 48.4 54.6 69.7  76.1 49.9 57.6
300M 30K 48.6 52.6 535 58.7 78.5 83.1 56.5 64.2
300M 60K 57.3 60.6 60.0 65.9 86.8 89.8 63.7 70.8
300M 120K 62.3 65.5 63.8 69.4 89.3 91.1 68.9 75.3
300M 400K 69.3 72.1 68.8 73.1 923 941 75.5 80.5
300M 1.2M 723 74.9 68.4 72.2 93.1 94.4 71.7 81.1
300M 2M 733 76.0 71.2 74.7 945 955 78.4 82.7
300M 4M 736 76.3 70.8 74.9 944 954 79.2 82.7
1B 20K 409 45.0 47.0 53.0 69.3 758 494 58.1
1B 30K 485 52.6 532 59.1 78.3 83.4 56.6 63.6
1B 60K 57.3 61.0 60.0 65.2 87.9  89.6 65.0 71.0
1B 120K 62.3 65.9 63.4 68.8 89.5 90.6 69.8 75.2
1B 400K 69.2 72.2 67.9 71.1 93.0 93.6 74.6 80.5
1B 1.2M 719 74.4 71.5 75.7 943 948 77.1 81.6
1B 2M  73.8 75.9 72.2 76.2 948 952 79.0 82.8
1B 4M 743 76.7 71.1 75.2 938 953 79.3 83.4
3B 20K 413 45.7 46.4 535 683 754 50.0 58.9
3B 30K 492 53.1 54.0 59.5 782  83.6 57.9 65.8
3B 60K 57.4 61.0 61.0 65.3 87.0  89.6 65.0 71.7
3B 120K 62.5 66.0 63.8 68.6 90.0  92.0 68.9 75.8
3B 400K 69.8 72.4 68.2 72.9 93.0 93.8 75.3 81.0
3B 1.2M 723 74.9 71.3 75.3 943 947 78.9 83.2
3B 2M  73.8 76.3 72.9 74.6 947 953 79.0 82.9

3B 4M 743 76.8 71.9 76.8 95.1 95.9 79.4 82.8




Table 7. Tabular representation of the few-shot results (%) for model B/2S.

Data Size Steps INet5 INetl0) CifarS Cifarl0 Pets5 Pets10 Birds5 Birds10

30M 20K 339 37.8 46.9 523 60.5 66.2 38.7 46.7
30M 30K 40.1 44.3 51.3 57.1 70.7 742 45.1 51.9
30M 60K 48.6 529 56.8 61.9 800 844 52.3 60.2
30M 120K 54.2 583 59.6 66.0 84.1 87.2 56.7 64.6
30M 400K 614 64.8 62.6 68.4 90.2 921 63.6 70.3
30M 1.2M 642 67.4 63.9 69.3 91.0 922 66.4 73.9
30M 2M 644 67.5 64.0 69.0 91.6 922 68.4 73.7
300M 20K 33.6 37.5 44.7 51.1 583 672 38.5 46.1
300M 30K 40.0 44.6 51.7 57.0 704 75.1 44.2 52.0
300M 60K 48.2 52.8 559 61.3 80.2 8338 52.0 59.7
300M 120K 54.4 583 60.9 65.9 842  88.6 57.6 65.5
300M 400K 63.1 66.1 65.8 70.8 90.2 914 64.5 71.9
300M 1.2M  66.5 69.6 68.2 72.1 923 929 68.4 74.7
300M 2M 679 70.9 68.1 72.7 92.7 928 70.0 76.2
1B 20K 33.6 37.9 45.6 51.8 589 645 38.7 46.0
1B 30K 39.8 44.6 50.9 56.6 70.5 755 45.0 514
1B 60K 48.3 53.1 56.6 62.4 79.6  84.0 52.6 60.1
1B 120K 54.8 58.5 61.2 66.9 849  88.1 57.9 65.0
1B 400K 63.1 66.6 65.3 70.2 899 915 65.5 72.4
1B 1.2M  67.1 69.8 66.3 70.8 92.0 929 69.2 75.6
3B 20K 333 37.6 45.6 51.9 583  65.1 385 46.3

3B 30K 40.0 44.2 50.5 56.4 69.0 75.1 45.4 52.1




Table 8. Tabular representation of the few-shot results (%) for model B/32.

Data Size Steps INet5 INetl0 CifarS Cifarl0 Pets5 Pets10 Birds5S Birds10

30M 20K  30.6 34.8 44.2 50.2 547  62.6 34.7 42.0
30M 30K 375 41.4 49.5 55.0 66.9  72.0 41.9 49.1
30M 60K  46.1 50.0 559 60.7 77.0  81.0 48.8 57.1
30M 120K 51.7 55.8 59.7 64.2 822 852 54.1 62.1
30M 400K  59.5 63.4 63.3 68.3 88.5  90.6 62.3 68.3
30M 1.2M 632 66.7 64.1 68.8 90.8  91.8 64.3 70.7
30M 2M  63.8 66.7 63.6 68.8 90.6 913 64.7 70.9
30M 4M 632 67.3 62.4 68.5 899 916 64.0 70.6
300M 20K 305 352 45.1 50.0 54.7  60.6 35.8 42.7
300M 30K 373 41.0 50.2 55.6 644  70.2 40.8 48.0
300M 60K 45.7 49.9 56.6 62.2 75.6  80.8 48.8 56.1
300M 120K 519 55.8 61.2 66.0 82.3 86.2 53.5 61.2
300M 400K  60.1 64.1 65.4 70.6 88.9  90.7 61.5 68.1
300M 1.2M  64.0 67.7 66.3 71.4 90.9 919 65.1 71.2
300M 2M 664 69.3 67.7 73.1 91.6  92.1 67.5 73.7
300M 4M 675 70.1 68.4 73.1 91.7 922 68.3 74.1
1B 20K  30.6 352 43.9 50.4 57.1 61.9 35.1 41.9
1B 30K 37.1 41.9 49.5 554 653 718 41.6 48.5
1B 60K 46.3 50.2 56.0 61.3 76.2  80.3 48.3 56.7
1B 120K 519 55.9 60.8 65.2 81.5 85.7 54.6 62.3
1B 400K 60.8 64.5 65.7 70.3 88.6  90.7 62.5 69.1
1B 1.2M  65.1 68.1 66.6 72.3 90.7  91.7 66.6 72.9
1B 2M  66.1 69.4 68.1 71.8 914 927 66.9 74.1
1B 4M 675 70.7 67.4 73.3 91.7  93.1 68.2 74.2
3B 20K 315 352 44.9 51.0 539 627 35.1 43.6
3B 30K 376 41.8 50.1 559 63.7  70.0 42.0 48.8
3B 60K 46.2 50.1 56.7 62.3 771.0  80.7 49.6 57.1
3B 120K 52.0 56.4 60.5 66.6 81.7 85.6 55.2 62.5
3B 400K 61.6 64.3 65.7 70.3 88.0 909 62.5 69.8
3B 1.2M 653 68.7 67.7 72.6 90.6  92.0 67.3 73.0
3B 2M  66.2 69.1 68.7 73.5 919 927 68.3 74.0

3B 4M  67.6 70.6 70.0 72.9 92.7 93.4 68.1 75.1




Table 9. Tabular representation of the few-shot results (%) for model $/16.

Data Size Steps INet5 INetl0 CifarS Cifarl0 Pets5S Pets10 Birds5S Birds10

30M 20K 321 36.4 39.2 44.5 56.1 62.3 384 45.8
30M 30K 39.1 43.3 46.3 514 67.2 741 46.8 53.7
30M 60K 47.1 51.2 50.7 55.7 784  83.1 54.0 61.6
30M 120K 51.8 554 53.8 59.1 822  86.1 58.8 66.3
30M 400K 584 61.8 57.2 62.6 88.3  90.6 65.0 71.6
30M 1.2M  6l1.1 64.4 57.1 63.2 90.5 913 68.4 73.7
30M 2M 619 65.6 58.8 64.1 91.0  92.0 68.0 74.0
30M 4M 632 66.5 58.7 65.2 913 921 69.7 74.7
300M 20K 313 36.4 38.9 43.9 574 622 374 45.4
300M 60K 474 51.1 50.8 56.6 78.3 83.8 534 62.0
300M 120K 52.6 56.4 53.0 58.1 83.1 87.0 58.7 66.2
300M 400K 589 62.7 56.1 61.5 88.6  90.2 65.6 72.2
300M 1.2M 623 66.0 58.2 63.9 90.9 918 69.5 74.9
300M 2M 633 66.4 60.1 64.9 919  93.0 69.9 75.5
300M 4M 645 67.5 61.1 65.9 92.1 93.3 70.3 75.4
1B 20K 31.8 35.8 37.1 42.9 56.1 63.3 38.2 46.0
1B 30K 39.2 43.1 44.2 50.3 68.1 75.1 44.6 52.6
1B 60K 472 51.3 50.6 55.8 78.2 845 53.9 60.8
1B 120K 51.5 55.8 53.6 59.4 83.3 86.8 59.0 66.8
1B 400K 58.9 62.6 56.7 62.3 88.0  90.6 65.7 72.2
1B 1.2M 615 65.2 59.6 64.4 90.7  92.1 67.3 75.0
1B 2M 628 66.6 60.8 66.0 90.7  92.0 69.1 75.5
1B 4M  64.0 67.4 61.4 66.2 912 921 69.5 74.9
3B 20K 323 36.5 38.4 43.8 56.2  59.7 37.7 45.4
3B 30K 38.8 43.1 43.8 50.7 68.8  75.1 45.9 53.9
3B 120K 52.6 56.3 53.5 58.8 83.8 87.6 58.5 66.0
3B 400K 59.1 62.7 56.9 62.2 88.7  90.8 65.8 72.1
3B 1.2M  62.1 65.7 58.7 63.6 91.0 922 68.6 74.9
3B 2M  63.7 66.5 59.5 65.3 914 925 68.8 75.7

3B 4M  64.1 67.6 60.3 64.6 91.6  93.0 69.7 75.9




Table 10. Tabular representation of the few-shot results (%) for model 7i/16.

Data Size Steps INet5 INetl0 CifarS Cifarl0 Pets5 Pets10 Birds5S Birds10

30M 20K  20.2 235 26.9 32.0 37.8 446 24.2 29.2
30M 30K 257 28.6 319 38.0 50.1 54.9 29.7 355
30M 60K 329 36.0 36.6 41.7 61.9  65.7 36.9 43.1
30M 120K 36.5 40.6 39.1 44.3 672 742 41.1 48.0
30M 400K 423 46.7 41.7 48.2 76.1 82.0 47.4 55.2
30M 1.2M  45.6 49.8 45.4 50.6 80.8 84.9 52.3 58.9
30M 2M 474 50.5 45.1 51.0 81.0  84.1 53.6 59.4
30M 4M 482 51.6 46.3 52.7 822 856 533 59.5
300M 20K  20.7 23.7 28.0 32.6 433 453 23.8 30.0
300M 30K 25.8 28.8 322 36.8 49.7  55.0 29.6 35.6
300M 60K 33.1 36.4 37.6 42.7 62.2 682 373 44.0
300M 120K 37.3 41.1 39.9 45.4 67.0 75.1 42.6 48.2
300M 400K 432 47.3 42.9 49.3 744 817 47.7 55.6
300M 1.2M 464 50.8 45.6 51.7 81.7 85.4 51.3 59.1
300M 2M  48.0 51.6 46.1 51.8 82.3 85.7 533 60.2
300M 4M  49.0 519 46.6 52.6 83.1 86.3 543 61.4
1B 20K 204 23.5 27.7 32.8 405 453 24.0 29.8
1B 30K 26.0 28.6 31.7 37.5 543 549 29.5 354
1B 60K 32.7 36.0 36.1 42.1 59.5 66.7 36.1 42.8
1B 120K 364 40.2 39.2 45.0 68.2  73.1 413 47.8
1B 400K 429 47.2 43.9 49.3 77.8 80.8 479 54.6
1B 1.2M 464 49.9 44.9 50.2 819  85.1 52.1 59.1
1B 2M 475 51.8 46.3 51.9 83.7 86.4 53.9 60.2
1B 4M 483 52.2 47.8 534 83.5 85.3 54.3 60.2
3B 20K  20.6 23.6 26.9 322 382 436 24.0 29.0
3B 30K 256 28.5 31.7 36.9 50.6 534 29.2 353
3B 60K 329 35.7 373 43.1 63.1 66.7 36.2 42.5
3B 120K 37.1 41.0 40.0 45.9 68.8  74.6 40.5 47.0
3B 400K 429 46.7 42.7 48.3 78.0  80.3 48.7 554
3B 1.2M  46.0 50.1 43.0 49.8 789  84.0 50.9 58.2
3B 2M 471 50.8 46.3 51.6 82.5 85.7 52.3 60.0

3B 4M  47.6 52.1 45.9 51.3 83.2 86.6 534 60.2




Table 11. Tabular representation of the few-shot results (%) for model s/16.

Data Size Steps INet5 INetl0) CifarS Cifarl0 Pets5 Pets10 Birds5 Birds10

30M 20K 203 23.8 27.2 32.7 36.8  47.1 24.2 30.0
30M 30K 263 29.6 323 37.9 476 544 30.2 374
30M 60K 32.7 36.0 36.9 43.6 589 653 36.6 44.0
30M 120K 36.2 39.7 39.0 45.7 65.0 699 422 48.7
30M 400K  40.9 44.9 41.9 48.1 742 79.0 48.7 55.3
30M 1.2M 432 47.6 43.7 49.5 759 787 51.3 57.3
30M 2M 437 48.2 43.8 49.2 76.3 81.6 51.2 59.0
300M 20K 204 23.7 28.1 32.7 423 439 24.6 29.7
300M 30K 255 29.3 335 39.2 49.6  55.0 30.2 36.1
300M 60K 31.4 353 37.5 43.4 59.3  66.7 37.0 43.8
300M 120K 35.8 394 38.4 44.6 653 712 41.6 48.9
300M 400K  40.7 44.7 42.5 48.8 72.6 792 48.6 55.6
300M 1.2M 435 47.3 43.8 50.1 77.2  80.0 51.8 57.8
300M 2M 443 48.1 44.4 50.2 71.3 80.6 51.2 57.8
1B 20K  20.6 24.0 27.8 32.8 385 441 23.7 30.1
1B 30K 26.1 29.9 31.7 37.7 493 559 30.3 373
1B 60K 32.1 36.3 36.8 42.6 60.3  66.1 37.0 43.6
1B 120K 355 40.1 40.0 46.1 66.0 722 41.6 48.9
1B 400K 41.0 45.2 43.0 49.4 733 79.1 48.8 55.0
1B 1.2M 428 47.2 45.0 51.8 76.3 81.5 50.7 57.2
3B 20K 20.7 245 28.4 33.8 39.7 449 24.8 29.8

3B 30K 262 30.0 335 39.6 512 56.2 29.5 36.4




Table 12. Tabular representation of the few-shot results (%) for model S/32.

Data Size Steps INet5 INetl0 CifarS Cifarl0 Pets5 Pets10 Birds5 Birdsl0

30M 20K 23.0 26.7 34.1 40.3 433 481 26.1 322
30M 30K 28.8 32.6 40.0 46.3 519  59.6 31.2 37.1
30M 60K 36.4 39.9 45.9 51.8 645 715 39.0 45.2
30M 120K 40.3 44.4 49.8 55.7 71.0 769 43.7 50.7
30M 400K 479 51.7 54.8 60.1 79.5 83.1 50.5 57.6
30M 1.2M  51.6 55.9 55.2 60.7 84.0 86.6 543 60.6
30M 2M 525 56.6 56.0 60.1 849  88.1 55.7 62.5
30M 4M 545 57.6 553 61.3 86.0 879 56.7 63.2
300M 20K 23.1 27.0 36.1 41.5 42.6  47.0 25.8 32.0
300M 30K 284 31.9 42.2 47.1 489 589 30.3 36.6
300M 60K 35.0 39.3 47.7 525 62.9  69.5 36.9 44.8
300M 120K 40.8 44.9 50.4 554 714 75.6 43.4 50.3
300M 400K 484 524 54.5 59.9 79.3 83.9 50.6 57.5
300M 1.2M 529 56.2 57.3 62.6 83.0 855 54.6 61.8
300M 2M 534 57.4 57.1 62.9 84.5 87.7 55.2 62.4
300M 4M 552 58.5 57.6 62.8 854  87.1 55.5 62.6
1B 30K 28.3 322 41.4 47.1 502  56.2 29.9 36.6
1B 60K 35.7 39.7 47.1 53.1 634  70.0 36.9 44.7
1B 120K 40.8 44.7 50.7 56.0 68.6 753 43.2 50.1
1B 400K 483 524 54.0 59.6 802 834 50.5 57.7
1B 1.2M  52.6 56.7 55.8 61.1 832 864 55.7 62.4
1B 2M 543 58.0 56.7 61.2 849  86.6 56.3 63.7
1B 4M 554 58.8 56.3 61.6 864  88.6 56.5 64.0
3B 20K 225 26.3 36.8 41.7 434  46.8 25.1 31.5
3B 30K 282 32.0 40.4 46.2 496 569 31.2 37.2
3B 60K 36.0 39.6 46.5 52.0 63.1 71.2 37.5 44.8
3B 120K 40.5 44.5 50.6 56.0 70.0 759 42.1 49.1
3B 400K 48.8 52.8 53.5 59.6 79.1 83.2 50.8 58.2
3B 1.2M 529 56.6 559 61.6 83.3 86.1 55.7 62.9
3B 2M 536 57.5 56.6 62.0 84.7 86.2 56.4 63.5

3B 4M 556 59.1 56.8 62.2 852 869 56.8 63.2




Table 13. Tabular representation of the few-shot results (%) for model s/28.

Data Size Steps INet5 INetl0) CifarS Cifarl0 Pets5 Pets10 Birds5 Birds10

30M 20K 16.0 18.9 249 31.9 37.0 365 18.6 24.6
30M 30K 203 234 30.5 359 404  46.8 23.0 28.2
30M 60K 24.6 28.4 34.7 41.1 4877  54.4 28.2 343
30M 120K 27.7 32.0 374 43.3 51.6 585 29.7 37.2
30M 400K  32.0 36.3 39.1 45.2 62.0 68.1 35.7 42.9
30M 12M 348 38.6 40.8 46.3 66.5 70.1 40.1 46.1
30M 2M 359 39.3 41.9 47.0 64.7 713 39.7 47.4
300M 20K 165 19.1 26.8 31.9 329 358 19.7 23.8
300M 30K 199 232 29.9 36.2 42.0 440 23.7 29.1
300M 60K 24.8 28.4 349 41.3 503  56.0 28.5 33.6
300M 120K 27.6 31.6 37.0 43.2 545 584 320 37.5
300M 400K 329 36.6 394 45.4 63.9 655 37.3 43.1
300M 1.2M 354 39.3 41.2 47.7 68.2  69.8 40.3 45.9
300M 2M 359 39.5 41.8 47.9 674 727 41.1 47.5
1B 20K 16.0 19.0 27.6 33.1 343 379 19.1 24.1
1B 30K 20.2 233 30.1 35.9 413 458 23.2 27.3
1B 60K 245 28.2 339 39.9 471 533 26.6 32.8
1B 120K 27.6 31.8 36.5 43.3 53.6  60.3 30.2 36.6
1B 400K 33.0 36.3 39.8 45.5 63.1 66.4 37.1 43.0
1B 1.2M 352 389 40.8 46.3 654 712 40.2 46.9
3B 20K 16.0 18.9 26.6 31.8 325 371 18.6 23.2

3B 30K 204 23.3 30.4 36.0 430 462 21.7 27.0




Table 14. Tabular representation of the finetune results (%) for model Vi7T-L/16 on ImageNet, ImageNet V2 test set and ImageNet ReaL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 75.4 63.3 82.1
30M 30K 10K 0.03 78.8 67.5 85.0
30M 60K 10K 0.03 82.4 72.5 87.6
30M 120K 50K 0.03 83.8 74.8 88.3
30M 400K 50K 0.03 85.5 76.5 89.0
30M 1.2M 50K 0.03 85.3 76.0 88.7
30M 2M 50K 0.03 85.1 76.2 88.7
30M 4M 50K 0.01 85.6 77.0 89.1
300M 20K 10K 0.03 75.1 63.5 81.9
300M 30K 10K 0.03 79.1 67.7 85.2
300M 60K 10K 0.03 82.7 72.9 87.9
300M 120K 50K 0.03 84.7 75.4 89.1
300M 400K 50K 0.03 86.5 77.5 89.8
300M 1.2M 50K 0.03 87.3 78.8 89.8
300M 2M 50K 0.03 87.7 78.6 89.8
300M 4M 50K 0.01 88.0 79.5 90.3
1B 20K 10K 0.03 75.9 63.9 82.7
1B 30K 10K 0.03 79.5 68.4 85.5
1B 60K 10K 0.03 82.5 72.6 87.8
1B 120K 50K 0.03 84.5 75.4 88.9
1B 400K 50K 0.03 86.7 78.3 89.8
1B 1.2M 50K 0.03 87.2 78.6 89.8
1B 2M 50K 0.03 87.9 78.9 90.0
1B 4M 50K 0.03 88.0 79.5 90.1
3B 20K 10K 0.03 75.5 63.0 82.2
3B 30K 10K 0.03 79.3 68.3 854
3B 60K 10K 0.03 82.7 73.5 87.7
3B 120K 50K 0.03 84.7 75.6 89.0
3B 400K 50K 0.03 87.0 78.5 90.1
3B 1.2M 50K 0.03 87.8 79.4 90.0
3B 2M 50K 0.03 87.9 79.6 90.0

3B 4M 50K 0.01 88.5 80.4 90.4




Table 15. Tabular representation of the finetune results (%) for model ViT-B/16 on ImageNet, ImageNet V2 test set and ImageNet ReaL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 73.0 60.4 80.0
30M 30K 10K 0.03 76.9 64.9 83.4
30M 60K 10K 0.03 80.5 69.5 86.1
30M 120K 50K 0.03 82.2 72.3 87.4
30M 400K 50K 0.03 84.4 74.6 88.5
30M 1.2M 50K 0.03 84.9 75.0 88.7
30M 2M 50K 0.03 84.8 74.8 88.6
30M 4M 50K 0.01 84.9 75.3 88.8
300M 20K 10K 0.03 73.5 61.0 80.5
300M 30K 10K 0.03 77.2 65.2 83.8
300M 60K 10K 0.03 80.6 69.9 86.3
300M 120K 50K 0.03 82.3 72.5 87.5
300M 400K 50K 0.03 84.9 75.5 89.0
300M 1.2M 50K 0.03 86.0 76.7 89.4
300M 2M 50K 0.01 86.2 76.8 89.5
300M 4M 50K 0.01 86.7 77.6 89.7
1B 20K 10K 0.03 73.2 60.7 80.2
1B 30K 10K 0.03 77.0 65.7 83.6
1B 60K 10K 0.03 80.6 70.7 86.4
1B 120K 50K 0.03 82.3 72.0 87.5
1B 400K 50K 0.03 85.1 75.2 89.1
1B 1.2M 50K 0.03 86.0 77.0 89.5
1B 2M 50K 0.03 86.5 77.3 89.6
1B 4M 50K 0.01 86.8 77.5 89.8
3B 20K 10K 0.03 73.4 61.0 80.4
3B 30K 10K 0.03 77.1 65.5 83.7
3B 60K 10K 0.03 80.5 70.0 86.2
3B 120K 50K 0.03 82.5 72.7 87.6
3B 400K 50K 0.03 85.1 75.7 89.1
3B 1.2M 50K 0.03 86.0 77.1 89.4
3B 2M 50K 0.03 86.3 77.0 89.6

3B 4M 50K 0.03 86.6 77.4 89.7




Table 16. Tabular representation of the finetune results (%) for model ViT-B/28 on ImageNet, ImageNet V2 test set and ImageNet RealL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 68.8 55.6 76.1
30M 30K 10K 0.03 72.8 59.6 79.8
30M 60K 10K 0.03 76.7 64.5 83.4
30M 120K 50K 0.03 79.1 68.3 85.3
30M 400K 50K 0.03 82.2 72.1 87.4
30M 1.2M 50K 0.03 83.3 73.1 87.8
30M 2M 50K 0.03 83.5 73.4 87.8
300M 20K 10K 0.03 68.9 56.0 76.2
300M 30K 10K 0.03 72.8 60.2 80.0
300M 60K 10K 0.03 77.0 65.0 83.5
300M 120K 50K 0.03 79.4 68.2 85.3
300M 400K 50K 0.03 82.8 72.6 87.7
300M 1.2M 50K 0.03 84.1 74.6 88.5
300M 2M 50K 0.03 84.4 74.6 88.5
1B 20K 10K 0.03 68.6 55.5 75.9
1B 30K 10K 0.03 72.8 60.1 79.9
1B 60K 10K 0.03 76.9 65.1 83.6
1B 120K 50K 0.03 79.4 69.0 85.5
1B 400K 50K 0.03 82.7 73.0 87.6
1B 1.2M 50K 0.03 84.0 74.4 88.3
3B 20K 10K 0.03 68.8 55.3 75.9

3B 30K 10K 0.03 72.6 60.2 79.7




Table 17. Tabular representation of the finetune results (%) for model ViT-B/32 on ImageNet, ImageNet V2 test set and ImageNet ReaL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 66.6 53.8 73.8
30M 30K 10K 0.03 71.0 57.9 78.0
30M 60K 10K 0.03 75.6 63.5 82.3
30M 120K 50K 0.03 78.0 66.4 84.3
30M 400K 50K 0.03 81.4 70.8 86.8
30M 1.2M 50K 0.03 82.7 72.4 87.5
30M 2M 50K 0.03 83.1 72.7 87.7
30M 4M 50K 0.01 83.0 72.8 81.7
300M 20K 10K 0.03 66.6 53.4 73.9
300M 30K 10K 0.03 70.8 58.0 78.0
300M 60K 10K 0.03 75.5 63.2 82.2
300M 120K 50K 0.03 78.3 66.7 84.5
300M 400K 50K 0.03 81.8 71.4 87.0
300M 1.2M 50K 0.03 83.3 73.4 87.9
300M 2M 50K 0.03 83.7 73.9 88.2
300M 4M 50K 0.01 83.9 74.3 88.3
1B 20K 10K 0.03 66.8 53.7 74.1
1B 30K 10K 0.03 71.1 58.5 78.1
1B 60K 10K 0.03 75.5 63.1 82.2
1B 120K 50K 0.03 78.5 66.9 84.7
1B 400K 50K 0.03 82.0 71.6 87.2
1B 1.2M 50K 0.03 83.4 73.5 87.9
1B 2M 50K 0.03 83.7 73.9 88.1
1B 4M 50K 0.03 84.1 74.4 88.4
3B 20K 10K 0.03 66.7 53.7 73.9
3B 30K 10K 0.03 71.0 58.4 78.1
3B 60K 10K 0.03 75.6 63.4 82.3
3B 120K 50K 0.03 78.3 67.3 84.6
3B 400K 50K 0.03 82.2 71.8 87.1
3B 1.2M 50K 0.03 83.5 73.5 87.9
3B 2M 50K 0.03 83.8 74.0 88.2

3B 4M 50K 0.03 84.1 74.4 88.2




Table 18. Tabular representation of the finetune results (%) for model Vi7T-S/16 on ImageNet, ImageNet V2 test set and ImageNet ReaL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 67.4 54.5 74.7
30M 30K 10K 0.03 72.5 59.9 79.6
30M 60K 10K 0.03 76.8 65.0 83.2
30M 120K 50K 0.03 78.8 67.8 85.1
30M 400K 50K 0.03 81.5 70.9 87.1
30M 1.2M 50K 0.03 82.5 72.0 87.7
30M 2M 50K 0.03 82.8 72.2 87.8
30M 4M 50K 0.01 83.5 72.8 88.2
300M 20K 10K 0.03 67.8 54.8 75.0
300M 30K 10K 0.03 72.6 60.3 79.7
300M 60K 10K 0.03 76.8 65.3 83.4
300M 120K 50K 0.03 79.0 68.0 85.3
300M 400K 50K 0.03 81.7 71.2 87.3
300M 1.2M 50K 0.03 82.9 72.9 87.9
300M 2M 50K 0.01 83.3 73.4 88.3
300M 4M 50K 0.01 83.9 74.2 88.5
1B 20K 10K 0.03 67.3 54.5 74.6
1B 30K 10K 0.03 72.3 60.0 79.6
1B 60K 10K 0.03 76.6 64.9 83.4
1B 120K 50K 0.03 78.8 67.9 85.2
1B 400K 50K 0.03 81.9 70.6 87.3
1B 1.2M 50K 0.03 82.8 72.4 87.8
1B 2M 50K 0.01 83.2 72.8 88.2
1B 4M 50K 0.03 83.5 72.7 88.3
3B 20K 10K 0.03 67.5 54.5 74.9
3B 30K 10K 0.03 72.3 60.0 79.4
3B 60K 10K 0.03 76.7 64.8 83.3
3B 120K 50K 0.03 79.1 67.9 85.4
3B 400K 50K 0.03 81.9 71.1 87.3
3B 1.2M 50K 0.01 82.8 72.7 87.9
3B 2M 50K 0.03 83.2 73.2 88.1

3B 4M 50K 0.01 84.0 73.8 88.5




Table 19. Tabular representation of the finetune results (%) for model ViT-Ti/16 on ImageNet, ImageNet V2 test set and ImageNet ReaL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 55.5 43.6 62.5
30M 30K 10K 0.03 61.8 49.2 69.2
30M 60K 10K 0.03 67.8 55.2 75.5
30M 120K 50K 0.03 71.2 58.6 78.5
30M 400K 50K 0.03 74.9 62.8 82.1
30M 1.2M 50K 0.01 76.5 64.5 834
30M 2M 50K 0.03 76.7 64.7 834
30M 4M 50K 0.01 71.5 65.6 84.2
300M 20K 10K 0.03 55.9 43.7 62.9
300M 30K 10K 0.03 61.7 49.3 69.0
300M 60K 10K 0.03 68.5 55.7 76.0
300M 120K 50K 0.03 71.4 58.8 78.7
300M 400K 50K 0.03 75.2 62.8 82.2
300M 1.2M 50K 0.03 76.7 64.7 83.7
300M 2M 50K 0.01 77.1 65.5 84.1
300M 4M 50K 0.01 77.8 66.1 84.4
1B 20K 10K 0.03 55.8 432 62.8
1B 30K 10K 0.03 61.6 49.1 69.0
1B 60K 10K 0.03 67.9 54.8 75.4
1B 120K 50K 0.03 71.1 58.3 78.5
1B 400K 50K 0.03 74.9 63.0 82.1
1B 1.2M 50K 0.03 76.7 64.6 83.6
1B 2M 50K 0.01 77.1 65.4 83.8
1B 4M 50K 0.01 71.7 66.2 84.4
3B 20K 10K 0.03 55.6 43.3 62.5
3B 30K 10K 0.03 61.4 49.2 68.7
3B 60K 10K 0.03 68.1 55.5 75.7
3B 120K 50K 0.03 71.2 58.6 78.7
3B 400K 50K 0.03 75.0 62.8 82.1
3B 1.2M 50K 0.03 76.4 64.7 83.4
3B 2M 50K 0.03 76.9 64.7 83.7

3B 4M 50K 0.01 77.6 65.6 84.3




Table 20. Tabular representation of the finetune results (%) for model ViT-s/16 on ImageNet, ImageNet V2 test set and ImageNet ReaL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 56.0 43.2 63.0
30M 30K 10K 0.03 62.2 49.4 69.5
30M 60K 10K 0.03 67.8 54.8 75.3
30M 120K 50K 0.03 70.0 57.5 71.7
30M 400K 50K 0.03 73.7 60.9 81.0
30M 1.2M 50K 0.03 75.0 62.4 82.0
30M 2M 50K 0.01 75.2 63.0 82.3
300M 20K 10K 0.03 56.3 43.2 63.3
300M 30K 10K 0.03 62.0 49.5 69.4
300M 60K 10K 0.03 67.4 54.3 75.0
300M 120K 50K 0.03 70.1 57.8 71.6
300M 400K 50K 0.03 73.6 61.2 80.6
300M 1.2M 50K 0.03 74.9 62.8 82.0
300M 2M 50K 0.01 75.4 63.4 82.6
1B 20K 10K 0.03 56.2 44.1 63.2
1B 30K 10K 0.03 62.4 49.7 69.8
1B 60K 10K 0.03 68.0 54.9 75.6
1B 120K 50K 0.03 70.5 57.5 77.8
1B 400K 50K 0.03 73.9 61.6 81.1
1B 1.2M 50K 0.03 75.1 63.2 82.1
3B 20K 10K 0.03 56.4 43.6 63.3

3B 30K 10K 0.03 62.6 49.9 70.1




Table 21. Tabular representation of the finetune results (%) for model ViT-5/32 on ImageNet, ImageNet V2 test set and ImageNet Real test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 59.3 47.1 66.3
30M 30K 10K 0.03 64.3 51.8 71.7
30M 60K 10K 0.03 70.3 58.1 71.5
30M 120K 50K 0.03 73.4 61.2 80.5
30M 400K 50K 0.03 77.1 65.7 83.6
30M 1.2M 50K 0.03 79.0 67.3 84.9
30M 2M 50K 0.03 79.1 67.9 85.1
30M 4M 50K 0.01 79.7 68.2 85.6
300M 20K 10K 0.03 59.3 47.1 66.2
300M 30K 10K 0.03 64.2 51.0 71.5
300M 60K 10K 0.03 70.1 57.6 77.4
300M 120K 50K 0.03 73.4 60.5 80.6
300M 400K 50K 0.03 77.5 66.3 84.0
300M 1.2M 50K 0.03 79.0 67.9 85.1
300M 2M 50K 0.03 79.6 67.8 85.6
300M 4M 50K 0.03 79.9 68.5 85.8
1B 20K 10K 0.03 59.0 46.2 66.2
1B 30K 10K 0.03 64.0 51.4 71.4
1B 60K 10K 0.03 70.5 57.7 71.7
1B 120K 50K 0.03 73.6 60.8 80.7
1B 400K 50K 0.03 77.6 65.7 84.0
1B 1.2M 50K 0.03 79.5 68.0 85.5
1B 2M 50K 0.03 79.7 68.2 85.5
1B 4M 50K 0.03 80.2 68.1 85.9
3B 20K 10K 0.03 59.3 47.3 66.4
3B 30K 10K 0.03 64.3 51.5 71.6
3B 60K 10K 0.03 70.2 57.2 77.6
3B 120K 50K 0.03 73.5 61.3 80.7
3B 400K 50K 0.03 77.6 65.7 84.0
3B 1.2M 50K 0.03 79.4 67.4 854
3B 2M 50K 0.01 79.5 68.5 85.6

3B 4M 50K 0.01 79.9 69.4 86.0




Table 22. Tabular representation of the finetune results (%) for model ViT-s/28 on ImageNet, ImageNet V2 test set and ImageNet ReaL test
set.

Data Size Steps Cooldown LR ImageNet ImageNet V2 ImageNet Real

30M 20K 10K 0.03 50.3 38.0 56.9
30M 30K 10K 0.03 55.8 43.4 62.8
30M 60K 10K 0.03 61.5 48.5 68.8
30M 120K 50K 0.03 64.1 51.4 71.6
30M 400K 50K 0.03 68.4 55.5 75.7
30M 1.2M 50K 0.03 69.8 57.2 77.4
30M 2M 50K 0.01 70.2 57.5 77.8
300M 20K 10K 0.03 50.3 38.2 56.9
300M 30K 10K 0.03 55.7 43.6 62.7
300M 60K 10K 0.03 61.1 48.8 68.5
300M 120K 50K 0.03 64.0 51.1 71.5
300M 400K 50K 0.03 68.6 55.5 76.0
300M 1.2M 50K 0.03 70.1 57.1 77.6
300M 2M 50K 0.03 70.5 57.1 77.9
1B 20K 10K 0.03 49.9 37.8 56.5
1B 30K 10K 0.03 55.2 42.8 62.3
1B 60K 10K 0.03 61.0 479 68.4
1B 120K 50K 0.03 64.0 51.1 71.5
1B 400K 50K 0.03 68.5 55.7 75.9
1B 1.2M 50K 0.03 70.0 57.3 71.3
3B 20K 10K 0.03 49.9 38.0 56.3

3B 30K 10K 0.03 55.4 43.5 62.4




