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The following materials are provided in this supplementary file:

• More visualization of high-order style statistics (cf . Section 3.2 in the main paper).
• More visualization of different methods on arbitrary style transfer (AST) (cf . Section 4.1 in the main paper).
• More domain generalization (DG) results on category classification (cf . Section 4.2 in the main paper).
• More discussions (cf . Section 4.3 in the main paper).

A. More visualization on high-order style statistics
The t-SNE [31] visualization of the fourth standardized moment-kurtosis [15, 34] and infinite norm are illustrated in

Fig. A1a and Fig. A1b, respectively. These evidences, together with the third standardized moment-skewness in Figure 4
of the main paper, verify that the style information can be represented by high-order statistics beyond mean and standard
deviation.

Visualization of high-order style statistics

(a) Fourth standardized moment-kurtosis

Visualization of high-order style statistics

(b) Infinite norm
Figure A1. t-SNE [31] visualization of (a) the fourth standardized moment-kurtosis [15, 34] and (b) infinite norm, which clearly show
that the style information can be represented by high-order statistics. The visualized features are extracted from the 1st residual block of
ResNet-18 [11] trained on the dataset of four domains [18].

B. More visualization on AST
More visualization of style-transferred images on the classical style transfer [12] and the more challenging photorealistic

style transfer [23] tasks are illustrated in Fig. A2 and Fig. A3, respectively. Our EFDM preserves the image structures and
details more faithfully while transferring the style, leading to more stable performance.

C. More comprehensive DG results
We report more results of category classification by following the two experimental strategies in [9,40], which are detailed

as follows.
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Figure A2. Additional results on style transfer [12]. Results of ‘Gatys’ [7] and ‘CMD’ [16] are obtained with official codes.

Results following DomainBed [9]. DomainBed [9] is a novel testbed for domain generalization tasks, where fair compar-
isons are expected under the strictly controlled datasets, network architectures, and model selection criteria1. The style data
in EFDMix are introduced with the random shuffle strategy for its convenience. Results with different model selection criteria
are illustrated in Tabs. A1 to A3. One can see that our EFDMix generally outperforms the competitors with different model
selection criteria. Particularly, as illustrated in Tab. A3, our proposed EFDMix consistently outperforms the strong ERM
baseline on all sub-tasks and achieves new state-of-the-art performance under the model selection strategy of test-domain
validation set (oracle).

1https://github.com/facebookresearch/DomainBed

https://github.com/facebookresearch/DomainBed
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Figure A3. Additional results on photorealistic style transfer [23]. Results of ‘Gatys’ [7] and ‘CMD’ [16] are obtained with official codes.

Algorithm A C P S Avg

ERM [32] 84.7 ± 0.4 80.8 ± 0.6 97.2 ± 0.3 79.3 ± 1.0 85.5
IRM [1] 84.8 ± 1.3 76.4 ± 1.1 96.7 ± 0.6 76.1 ± 1.0 83.5
GroupDRO [27] 83.5 ± 0.9 79.1 ± 0.6 96.7 ± 0.3 78.3 ± 2.0 84.4
Mixup [36] 86.1 ± 0.5 78.9 ± 0.8 97.6 ± 0.1 75.8 ± 1.8 84.6
MLDG [19] 85.5 ± 1.4 80.1 ± 1.7 97.4 ± 0.3 76.6 ± 1.1 84.9
CORAL [29] 88.3 ± 0.2 80.0 ± 0.5 97.5 ± 0.3 78.8 ± 1.3 86.2
MMD [21] 86.1 ± 1.4 79.4 ± 0.9 96.6 ± 0.2 76.5 ± 0.5 84.6
DANN [6] 86.4 ± 0.8 77.4 ± 0.8 97.3 ± 0.4 73.5 ± 2.3 83.6
CDANN [22] 84.6 ± 1.8 75.5 ± 0.9 96.8 ± 0.3 73.5 ± 0.6 82.6
MTL [3] 87.5 ± 0.8 77.1 ± 0.5 96.4 ± 0.8 77.3 ± 1.8 84.6
SagNet [26] 87.4 ± 1.0 80.7 ± 0.6 97.1 ± 0.1 80.0 ± 0.4 86.3
ARM [37] 86.8 ± 0.6 76.8 ± 0.5 97.4 ± 0.3 79.3 ± 1.2 85.1
VREx [17] 86.0 ± 1.6 79.1 ± 0.6 96.9 ± 0.5 77.7 ± 1.7 84.9
RSC [13] 85.4 ± 0.8 79.7 ± 1.8 97.6 ± 0.3 78.2 ± 1.2 85.2
EFDMix 86.7 ± 1.1 80.3 ± 0.9 96.3 ± 0.6 80.8 ± 1.3 86.0

Table A1. Domain generalization results of category classification on PACS by following DomainBed [9], where the model selection
strategy is training-domain validation set.



Algorithm A C P S Avg

ERM [32] 83.2 ± 1.3 76.8 ± 1.7 97.2 ± 0.3 74.8 ± 1.3 83.0
IRM [1] 81.7 ± 2.4 77.0 ± 1.3 96.3 ± 0.2 71.1 ± 2.2 81.5
GroupDRO [27] 84.4 ± 0.7 77.3 ± 0.8 96.8 ± 0.8 75.6 ± 1.4 83.5
Mixup [36] 85.2 ± 1.9 77.0 ± 1.7 96.8 ± 0.8 73.9 ± 1.6 83.2
MLDG [19] 81.4 ± 3.6 77.9 ± 2.3 96.2 ± 0.3 76.1 ± 2.1 82.9
CORAL [29] 80.5 ± 2.8 74.5 ± 0.4 96.8 ± 0.3 78.6 ± 1.4 82.6
MMD [21] 84.9 ± 1.7 75.1 ± 2.0 96.1 ± 0.9 76.5 ± 1.5 83.2
DANN [6] 84.3 ± 2.8 72.4 ± 2.8 96.5 ± 0.8 70.8 ± 1.3 81.0
CDANN [22] 78.3 ± 2.8 73.8 ± 1.6 96.4 ± 0.5 66.8 ± 5.5 78.8
MTL [3] 85.6 ± 1.5 78.9 ± 0.6 97.1 ± 0.3 73.1 ± 2.7 83.7
SagNet [26] 81.1 ± 1.9 75.4 ± 1.3 95.7 ± 0.9 77.2 ± 0.6 82.3
ARM [37] 85.9 ± 0.3 73.3 ± 1.9 95.6 ± 0.4 72.1 ± 2.4 81.7
VREx [17] 81.6 ± 4.0 74.1 ± 0.3 96.9 ± 0.4 72.8 ± 2.1 81.3
RSC [13] 83.7 ± 1.7 82.9 ± 1.1 95.6 ± 0.7 68.1 ± 1.5 82.6
EFDMix 86.3 ± 0.7 79.9 ± 0.9 96.3 ± 0.4 79.0 ± 0.6 85.4

Table A2. Domain generalization results of category classification on PACS by following DomainBed [9], where the model selection
strategy is leave-one-domain-out cross-validation.

Algorithm A C P S Avg

ERM [32] 86.5 ± 1.0 81.3 ± 0.6 96.2 ± 0.3 82.7 ± 1.1 86.7
IRM [1] 84.2 ± 0.9 79.7 ± 1.5 95.9 ± 0.4 78.3 ± 2.1 84.5
GroupDRO [27] 87.5 ± 0.5 82.9 ± 0.6 97.1 ± 0.3 81.1 ± 1.2 87.1
Mixup [36] 87.5 ± 0.4 81.6 ± 0.7 97.4 ± 0.2 80.8 ± 0.9 86.8
MLDG [19] 87.0 ± 1.2 82.5 ± 0.9 96.7 ± 0.3 81.2 ± 0.6 86.8
CORAL [29] 86.6 ± 0.8 81.8 ± 0.9 97.1 ± 0.5 82.7 ± 0.6 87.1
MMD [21] 88.1 ± 0.8 82.6 ± 0.7 97.1 ± 0.5 81.2 ± 1.2 87.2
DANN [6] 87.0 ± 0.4 80.3 ± 0.6 96.8 ± 0.3 76.9 ± 1.1 85.2
CDANN [22] 87.7 ± 0.6 80.7 ± 1.2 97.3 ± 0.4 77.6 ± 1.5 85.8
MTL [3] 87.0 ± 0.2 82.7 ± 0.8 96.5 ± 0.7 80.5 ± 0.8 86.7
SagNet [26] 87.4 ± 0.5 81.2 ± 1.2 96.3 ± 0.8 80.7 ± 1.1 86.4
ARM [37] 85.0 ± 1.2 81.4 ± 0.2 95.9 ± 0.3 80.9 ± 0.5 85.8
VREx [17] 87.8 ± 1.2 81.8 ± 0.7 97.4 ± 0.2 82.1 ± 0.7 87.2
RSC [13] 86.0 ± 0.7 81.8 ± 0.9 96.8 ± 0.7 80.4 ± 0.5 86.2
EFDMix 87.9 ± 0.7 83.1 ± 0.1 96.8 ± 0.2 83.8 ± 0.6 87.9

Table A3. Domain generalization results of category classification on PACS by following DomainBed [9], where the model selection
strategy is test-domain validation set (oracle).

Results following MixStyle [40]. The more comprehensive results of Tab. 1 in the main paper are illustrated in Tab. A4.



Method Art Cartoon Photo Sketch Avg
Leave-one-domain-out generalization results

MMD-AAE [21] 75.2 72.7 96.0 64.2 77.0
CCSA [24] 80.5 76.9 93.6 66.8 79.4
JiGen [4] 79.4 75.3 96.0 71.6 80.5
CrossGrad [28] 79.8 76.8 96.0 70.2 80.7
Epi-FCR [20] 82.1 77.0 93.9 73.0 81.5
Metareg [2] 83.7 77.2 95.5 70.3 81.7
L2A-OT [39] 83.3 78.2 96.2 73.6 82.8
ResNet-18 [11] 77.0±0.6 75.9±0.6 96.0±0.1 69.2±0.6 79.5
+ Manifold Mixup [33] 75.6±0.7 70.1±0.9 93.5±0.7 65.4±0.6 76.2
+ Cutout [5] 74.9±0.4 74.9±0.6 95.9±0.3 67.7±0.9 78.3
+ CutMix [35] 74.6±0.7 71.8±0.6 95.6±0.4 65.3±0.8 76.8
+ Mixup [36] 76.8±0.7 74.9±0.7 95.8±0.3 66.6±0.7 78.5
+ DropBlock [8] 76.4±0.7 75.4±0.7 95.9±0.3 69.0±0.3 79.2
+ MixStyle w/ random shuffle [40] 82.3±0.2 79.0±0.3 96.3±0.3 73.8±0.9 82.8
+ MixStyle w/ domain label [40] 84.1±0.4 78.8±0.4 96.1±0.3 75.9±0.9 83.7
+ MixStyle w/ random shuffle (our imp.) [40] 82.4±0.2 79.4±0.8 96.2±0.1 72.3±0.6 82.6
+ MixStyle w/ domain label (our imp.) [40] 83.1±0.8 78.6±0.9 95.9±0.4 74.2±2.7 82.9
+ EFDMix w/ random shuffle (ours) 83.2±0.7 79.8±0.8 96.5±0.3 74.1±0.6 83.4
+ EFDMix w/ domain label (ours) 83.9±0.4 79.4±0.7 96.8±0.4 75.0±0.7 83.9
ResNet-50 [11] 84.4±0.9 77.1±1.4 97.6±0.2 70.8±0.7 82.5
+ MixStyle w/ random shuffle [40] 88.7±0.7 81.4±0.7 98.0±0.2 75.0±0.6 85.8
+ MixStyle w/ domain label [40] 90.3±0.3 82.3±0.7 97.7±0.4 74.7±0.7 86.2
+ EFDMix w/ random shuffle (ours) 88.7±0.6 81.8±0.8 98.0±0.2 77.7±1.5 86.6
+ EFDMix w/ domain label (ours) 90.6±0.3 82.5±0.7 98.1±0.2 76.4±1.2 86.9

Single source generalization results
ResNet-18 [11] 58.6±2.4 66.4±0.7 34.0±1.8 27.5±4.3 46.6
+ MixStyle w/ random shuffle [40] 61.9±2.2 71.5±0.8 41.2±1.8 32.2±4.1 51.7
+ EFDMix w/ random shuffle (ours) 63.2±2.3 73.9±0.7 42.5±1.8 38.1±3.7 54.4
ResNet-50 [11] 63.5±1.3 69.2±1.6 38.0±0.9 31.4±1.5 50.5
+ MixStyle w/ random shuffle [40] 73.2±1.1 74.8±1.1 46.0±2.0 40.6±2.0 58.6
+ EFDMix w/ random shuffle (ours) 75.3±0.9 77.4±0.8 48.0±0.9 44.2±2.4 61.2

Table A4. More comprehensive domain generalization results of category classification on PACS. Results with ‘our imp.’ are obtained
with official codes. The listed domain is the test domain in the leave-one-domain-out setting, while it is the training one in the single source
generalization setting.

D. More discussions
Details of user study. We conduct a user study to compare our method against Gatys [7], CMD [16], AdaIN and HM (cf.
Fig. 5) quantitatively. Specifically, we employ 10 content images and 12 style images, producing 120 stylized images by each
method. In the user study, we display the five stylized images in random order along with the underlying content and style
images. Testers are asked to pick ONE favorite result for each style. A total of 26 testers participate in the study, resulting in
3120 votes. As illustrated in Tab. 3 of the paper, our method receives the most votes for its better stylized performance.
Where to apply EFDMix on DG? We investigate this problem by applying EFDMix to different layers in the model.
Specifically, we apply EFDMix after the first residual block, denoted as ‘+ res-1’; ‘+ res-1-2’ means EFDMix is applied
after the first and second residual blocks; other notations are similarly defined. As illustrated in Tab. A5, better results are
typically achieved by applying EFDMix to multiple lower-level layers (e.g., results with ‘+ res-1-2’ are generally better than
the results with ‘+ res-1’), while applying EFDMix to high-level layers generally results in performance degradation (e.g., ‘+
res-1-2-3-4’ leads to worse performance than ‘+ res-1-2-3’).

Most importantly, models with EFDMix outperform their counterparts with MixStyle in all settings, justifying the advan-
tages of utilizing high-order statistics for feature augmentations in DG. In practice, we insert EFDMix after the 1st, 2nd,



Methods MixStyle EFDMix
ResNet50 82.5
+ res-1 84.9 85.4
+ res-1-2 85.8 86.6
+ res-1-2-3 84.6 86.3
+ res-1-2-3-4 78.4 85.6

(a) PACS (ResNet50)

Method MixStyle EFDMix
ResNet18 79.5
+ res-1 79.5 80.3
+ res-1-2 81.3 82.2
+ res-1-2-3 82.6 83.4
+ res-1-2-3-4 75.6 80.8

(b) PACS (ResNet18)

Method MixStyle EFDMix
OSNet 33.3
+ res-1 34.5 34.8
+ res-1-2 33.8 35.5
+ res-1-2-3 20.5 31.6
+ res-1-2-3-4 12.7 20.6

(c) re-ID (Market1501→GRID)

Table A5. Ablation experiments on where to apply EFDMix and its comparison to MixStyle. Results are fairly compared under the ‘w/
random shuffle’ setting.

and 3rd residual blocks in ResNet-18, and after the 1st and 2nd residual blocks in ResNet-50, as suggested in Tab. A5. The
OSNet [38] shares a similar architecture to ResNet and we insert EFDMix after its 1st and 2nd residual blocks.

EFDM vs. EFDMix. As illustrated in Fig. A4, EFDMix outperforms EFDM, justifying the efficacy of feature augmenta-
tions with mixed styles. Interestingly, models with EFDM achieve better results than these with MixStyle, suggesting that
introducing high-order statistics is more effective than generating mixed styles for feature augmentations in DG.
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Figure A4. EFDM vs. EFDMix on PACS.

Selection of hyper-parameter α. As illustrated in Fig. A5, a smaller α, whose corresponding value of λ in Eq. (10) of the
main paper is close to the extreme value of 0 or 1, tends to produce better results. Therefore, we suggest that α = 0.1 is a
good starting point.
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Figure A5. Analyses on hyper-parameter α on PACS.

Loss curves. As illustrated in Fig. A6, EFDM and AdaIN have almost the same convergence curves. Both of them converge
to the small loss region rapidly. On the contrary, the model with HM converges slowly, possibly due to its inaccurate matching
of eCDFs.
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Figure A6. Loss curves on PACS.

The influence of ReLU/PReLU functions. As illustrated in Tab. A6, models with EFDM consistently outperform that with
HM, no matter ReLU [25] or PReLU functions [10] are used. Specifically, ReLU introduces more equivalent feature values
by setting negative values to zero, leading to larger advantage of EFDM over HM. For models with PReLU, their performance
with EFDM also higher than that with HM, since equivalent feature values are common due to their dependency on discrete
image pixels, as presented in Fig. 3 of the main paper.

Models ReLU PReLU
Acc. (%) with EFDM - Acc. (%) with HM 7.3 1.2

Table A6. The performance gap between models with EFDM and HM. ‘ReLU’ and ‘PReLU’ indicate the ResNet18 with ReLU and PReLU
activation functions, respectively. We train the models on PACS dataset from scratch.

Methods Training time Test time #param. Acc.
ResNet18 2.5h 26.3µs 11,180K 79.5%
+ CNSN [30] + 0.4h + 6.1µs + 4K + 3.0%
+ MixStyle [40] + 0.1h + 0µs + 0K + 3.4%
+ SNR [14] + 0.3h + 8.9µs + 47K + 3.5%
+ EFDMix + 0.6h + 0µs + 0K + 4.4%

Table A7. Comparison between our EFDMix, CNSN [30], MixStyle [40] and SNR [14] on the PACS dataset. All methods are based on a
ResNet18 backbone and run with a GeForce RTX 2080Ti GPU. The test time is averaged over all test examples.

Comparison to related methods on DG. Besides MixStyle, there are also some methods [14, 30] that manipulate feature
style via matching mean and standard deviation and can be used in a plug-and-play manner. We fairly compare our method
with them in Tab. A7. One can see that our EFDMix achieves the highest classification accuracy with a slight increase in
training time. Most notably, our method does not introduce any additional parameters and it maintains fast test speed, demon-
strating a clear advantage over CNSN and SNR. These results further validate the effectiveness of exact feature distribution
matching.
A detailed analysis on computation time. As stated in the paper, the time complexities of AdaIN and EFDM modules
are O(n) and O(n log2 n), respectively, where n is the input feature dimension. More specifically, the complexities of
calculating mean and standard deviation are O(n) and O(3n), respectively (ignoring the complexity of square root), and
thus the total complexity of AdaIN is O(12n), among which O(8n) for computing the mean and standard deviation of
content/style features and O(4n) for normalizing the content feature with the mean and standard deviation (cf. Equ.(1)).
As for EFDM, the quicksort algorithm, whose average time complexity is O(n log2 n), dominates its complexity. The total
complexity of EFDM is then O(2n log2 n + 2n) (ignoring the complexity of index operation), among which O(2n log2 n)
for sorting content and style features and O(2n) for the element-wise addition (cf. Equ.(5)).

We also compare the practical runtime of AdaIN and EFDM for various feature dimensions in Fig. A7. When the feature
dimension is small, e.g., n ≤ 25, EFDM is faster than AdaIN since 2n log2 n + 2n ≤ 12n. With the increase of feature
dimension, the time cost ratio of EFDM / AdaIN increases. Since the feature dimension is usually not very big (e.g., n ≤ 212),
the EFDM module is practically fast. For example, the input feature dimension of AdaIN module is 210 in seminal style
transfer [12]. In such a case, the computation time of EFDM module is about 3 times of that of the AdaIN module.

More importantly, compared to the stacked convolution and linear layers, the distribution matching module only occupies
a very small amount of the total model complexity. For example, in style transfer models [4], the computation cost of AdaIN



is only 0.004% (i.e., about 6MFlops
142GFlops ) of that of the whole model. Therefore, replacing AdaIN with EFDM introduces

negligible additional computation time for the whole model, as shown in Tab. 3 in the main paper.
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~32

Figure A7. The time cost ratio between EFDM module and AdaIN module vs. the dimension of features.

Definitions of AdaMean and AdaStd. To ablate the role of mean and standard deviation individually, we implement AdaIN
by matching only feature mean and standard deviation, leading to the AdaMean and AdaStd. Specifically, we introduce the
AdaMean as:

AdaMean: o = x− µ(x) + µ(y). (D.1)

The AdaStd is defined as:

AdaStd: o =
x− µ(x)

σ(x)
σ(y) + µ(x). (D.2)
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