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7. Dataset
7.1. Gev-RS dataset

We compare our collected Gev-RS dataset with other
publicly available RS correction datasets [1,2,6] in Table 4.
As can be seen, our dataset has the advantage of high-frame-
rate, which is helpful for synthesizing data closer to real RS
images and event streams. We also consider the diversity
of the samples by including building, road and park scenes
(Fig. 10), with both ego-motion and object-motion.

Table 4: Comparison of our collected Gev-RS dataset with
other RS correction datasets.

Dataset Camera properties Captured Resolution Frame rate

Hedborg et al. [1] Cell phone 1280%720 30
Fastec-RS [2]  High-speed camera 640x480 2400
BS-RSCD [0] Hybird system 1280x920 15

Gev-RS High-speed camera 1280720 5700
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Figure 10: Examples of scenes in the Gev-RS dataset.

7.2. Real-captured data

To test EvUnroll on real-captured data, we build a hy-
brid camera system (Fig. 11) consisting of an RS camera
and an event camera. For geometric calibration, we use a
checkerboard to deal with homography and radial distor-
tion between two views by the correction method used in
JCD [6] and GEF [5]. For temporal synchronization, we
shoot a high-precision stopwatch when capturing data, and
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Figure 11: Our RS-Event hybrid imaging system.

synchronize the two signals by aligning the timestamp in the
RS frame sequence and the event stream in post-processing.

8. GS2RS velocity connection
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Figure 12: Illustration of GS2RS velocity connection.

We show the GS2RS velocity connection proposed
in Sec. 3.3 of the main paper. As Fig. 12 shows,
under the optical flow assumption, the velocity of
a random pixel of RS image (ie., V(xo,yo,t =
yo%)) can be expressed as a vector mean of the set
{Vico(Za, Ya), Vico(xb, Yb), Vico(Ze, ye) }, which collects
elements whose velocity direction passes through the point
(zo,y0,t = yo%). Therefore, after we estimate V;—g by


https://github.com/zxyemo/EvUnroll

the GS2GS flow-Net, the velocity vector of each RS image
pixel can be calculated by a mean process.

9. Qualitative ablation results

We provide qualitative ablation results in Fig. 13. Our
image deblurring module outputs sharp images, which im-
proves the performance of both the flow-based connection
module and synthesis-based connection module. In flow
case, there are black edges of corrected images due to the
lack of prior information to complete occlusion regions. In
syn. case, the synthesis-based connection module is bet-
ter at reconstructing occluded regions, but causes artifacts
in the RS distorted areas when event information is noisy.
The refine module successfully avoids the major drawbacks
of the flow-based correction result /25 and the synthesis-
based correction result 7255,

10. More ablation studies
10.1. Necessity of two pathways

Due to the inability to recover out-of-view or occluded
regions, the result of the flow module suffers from black
edge artifacts as shown in Fig. 13, resulting in a lower
PSNR gain than the synthesis (Syn.) module as indicated
in Table 3 in the main paper. Additionally, the flow mod-
ule (68.4G FLOPs) has lower complexity than the synthesis
module (120.6G FLOPs), which further quantifies the effi-
cacy of each module.

10.2. Ablation on the refine module

Cases 1-4 in Table 3 are ablated without the refine mod-
ule, and the comparison verify its effectiveness. Intuitively,
we directly averaging the output of two modules, i.e. I, tG:St*F
and IZ55, and obtain a numerical degradation of 1.72 dB

for PSNR on the Gev-RS dataset.

10.3. Ablation on the loss function

We remove each loss term from the overall loss function
L, and report the impact in Table 5. Note that removing
each loss term will cause a degradation in corrected images,
our overall loss function achieve the best result.

Table 5: Ablation study on training loss.

loss case ‘ L. Le+ Ly Le+ Ly
PSNR 29.01 29.20 30.01
SSIM 0.889 0.894 0.904

11. Additional results on Gev-RS dataset

More qualitative comparisons on the Gev-RS dataset are
presented in Fig. 14. We also compare our method with
the event-based image reconstruction method E2VID [3]

in Fig. 15. E2VID [3] reconstructs monochrome images
only from an event stream. We input the simulated event
stream paired with Gev-RS data into the E2VID network,
and output intensity images under a default parameter set-
ting. Compared with our results, the reconstructed images
of E2VID contain more artifacts caused by event noise and
show few details in still objects (e.g., the street light in
the third example) due to that there are no events being
triggered. The performance on generating consecutive GS
frames is compared in the video accompanied with this sup-
plemental material.

12. Comparison with Time Lens [4]

The event-based video interpolation method Time Lens
[4] adopts a similar two-branch network design, but our
“warping+synthesis” design is essentially from that of Time
Lens. For concept, Time Lens uses two frames and events to
achieve inter-frame interpolation, while EvUnroll uses one
RS blurry image and events to achieve intra-frame deblur-
ring and RS correction. For implementation, we explicitly
calculate the row-wise optical (undistorted) flow between
RS and GS, employ the attention of time-offset to enhance
the perception of row-wise features, and introduce the Bi-
LSTM to bidirectionally correlate features of adjacent time.
For comparison, we slightly modify the Time Lens to adapt
the RS task and perform the same experiment in Table 3
after retraining. EvUnroll achieves better PSNR (30.14 vs.
28.33) and SSIM (0.912 vs. 0.862) scores than Time Lens.

13. Impact of unsynchronization

As indicted in Sec. 5, when shooting high-speed motion
scenes, our current prototype of a simple hybrid camera sys-
tem cannot ensure ensure the microsecond-level synchro-
nization of the RS image with the event stream. Here, we
evaluate the performance of EvUnroll with an unsynchro-
nized setting. As shown in Table 6, the performance of
EvUnroll drops below the state-of-the-art methods [2, 6] if
time shift reaches Sms.

Table 6: Correlation of performance with time shift.

TSms)] -5 4 3 2 - 0 1 2 3 4 5
PSNR 2360 2491 2602 27.18 2868 30141 2030 27.36 26.18 2527 23.55
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Figure 13: Two qualitative comparison results on different cases of the ablation study. (a) Different module combinations
proposed in Table 3 of the main manuscript.
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Figure 14: Qualitative comparisons on Gev-RS dataset. Even rows: absolute difference between the RS frame and correction
results with the corresponding GS frame. (b)-(d) Correction results of different methods.
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Figure 15: Qualitative comparisons with E2VID [3].



