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In the supplementary materials, we first detail the imple-
mentation of the deformable attention-based local tracker.
Then, we describe the training and inference details of our
algorithm. Finally, we provide more experimental results
and more discussions.

1. Implementation of the Local Trackers

The parallel local trackers in our global tracking frame-
work are implemented with a transformer decoder based on
the multi-head self-attention [11] and the deformable cross-
attention [18] operations. Figure 1 shows the implemen-
tation of the parallel local trackers (transformer decoder).
Similar to [1, 18], we stack M = 6 identical layers of the
self-attention and the deformable cross-attention to build
the decoder. Note that we only formulate one single layer of
them in Eq. (3) in the main paper for presentation clarity. In
this implementation, the default target queries are vectorial
embeddings offline learned from large-scale datasets. The
default reference positions are predicted by feeding the de-
fault target queries into a fully-connected layer and the sig-
moid function. Searching for the target in the local region
around the reference position is achieved by the deformable
cross-attention [18] operation. Herein the deformable cross-
attention performs the interaction between the target queries
and the sparse feature pixels around the reference positions
sampled from the encoded feature to output the target em-
beddings further used to predict target candidates. Partic-
ularly, the sample positions around the reference position
are produced from the corresponding target query by pre-
dicting the coordinate offsets to the reference position via
a fully-connected layer. For more details of the deformable
cross-attention, we refer the readers to [18] for a more com-
prehensive understanding.

2. Training and Inference Details

Training Details. As mentioned in the main paper, we use
the sequence training sample that includes one template im-
age and one or more testing images to train our model. The
length of the sequence training sample is set to 2 at the be-
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Figure 1. Illustration of the implementation of the parallel local
trackers (transformer decoder). The parallel local trackers are im-
plemented with a transformer decoder based on the self-attention
and the deformable cross-attention. For clarity, we only show the
core attention modules and omit the FFN blocks.

ginning of the training and then will be increased to 3, 4,
5, 6 at the 100", 175", 225" and 275" epochs, respec-
tively. The training splits of COCO [9], LaSOT [4], Track-
ingNet [12], and GOT-10k [6] are used to train our model,
and COCO [9] is only used when the length of the sequence
training sample is 2. In a sequence training sample, the
template image, corresponding to 22 times of the target box
area, is resized to 128 x 128, while the full testing image is
resized to 640 x 480. Data augmentations, including bright-
ness jittering, random translation, and random rescaling, are
used. We use AdamW [10] with a weight decay of 1 x 104
to optimize the parameters in our model. The learning rates
of the backbone parameters and the remaining parameters
are 1 x 107° and 1 x 10~%, respectively. The learning rate
drops by a factor of 10 after 300 epochs. The number of
total training epochs is 325. In each epoch, we train our
model with 6 x 10* randomly sampled sequence training
samples. We use 8 RTX 3090 GPUs to train our global
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Figure 2. Success plots over different attributes on the test set of LaSOT. From top left to bottom right, the figures are with the
challenges of deformation, partial occlusion, rotation, scale variation, aspect ratio change, background clutter, viewpoint change, out-of-
view, full occlusion, illumination variation, low resolution, motion blur, fast motion, and camera motion, respectively. Our global tracking
algorithm performs well on these challenging attributes.
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Figure 3. Precision plots over different attributes on the test set of LaSOT. From top left to bottom right, the figures are with the
challenges of deformation, partial occlusion, rotation, scale variation, aspect ratio change, background clutter, viewpoint change, out-of-
view, full occlusion, illumination variation, low resolution, motion blur, fast motion, and camera motion, respectively. Our global tracking
method achieves favorable performance on these challenging attributes.



tracking model. The batch size on a single GPU is set to
14, 7, 5, 3, and 3 corresponding to different lengths of the
sequence training sample. The training phase of our global
tracking model takes about 110 hours.

Inference Details. During tracking, the head model in
our framework outputs N (which is 10 in our setting)
candidate bounding boxes and corresponding classification
scores. Besides, we compute the cosine similarity between
every candidate and the target template in the feature space.
Specifically, we use a lightweight projection network con-
sisting of two convolutional layers and two FC layers to
convert the features of the target template and the candi-
dates into vectorial embeddings and then calculate the co-
sine similarity between them. We first dump the patch fea-
tures extracted by our global tracking model as the training
samples, and then uses these dumped samples to train the
projection network. The final confidence score of the candi-
date is obtained by calculating the product of the classifica-
tion score and the cosine similarity. To select the final track-
ing result from the candidates, we consider two kinds of
clues: the confidence score of the candidate and the move-
ment between adjacent frames, similar to [17]. With these
clues, we adopt a Hungarian algorithm [8] to match the tar-
get prediction in the previous frame with the candidates in
the current frame. To evaluate our method on VOT2020-
LT [7] which requires trackers to output a confidence score
for their prediction, we directly output the confidence score
of the selected candidate. To evaluate our method on Ox-
UvA [13] which requires trackers to predict whether the
target is visible, we compare the confidence score of the
selected candidate with a threshold of 0.6. For the other
benchmarks, we just output the selected candidate bound-
ing box. The source codes and raw results will be available
at https://github.com/ZikunZhou/GTELT.

3. More Experimental results

Herein we provide the attribute-based experimental re-
sults on the LaSOT [4] dataset. Figure 2 and Figure 3
show the attribute-based success and precision plots, re-
spectively. The annotated attributes include deformation,
partial occlusion, rotation, scale variation, aspect ratio
change, background clutter, viewpoint change, out-of-view,
full occlusion, illumination variation, low resolution, mo-
tion blur, fast motion, and camera motion. The trackers
involved in the comparison include three global trackers
(Siam R-CNN [14], DMTrack [17], and GlobalTrack [5]),
one local-global switching strategy tracker (LTMU [2]), and
four local trackers (STARK-STS50 [16], STARK-S50 [16],
TrDiMP [15], PrDiMP [3]). Our method performs favor-
ably against the state-of-the-art trackers on most attributes.

Ours === TMU (Local-global switching)

= = = Ground truth

Figure 4. Qualitative comparison between our method and the
local-global switching strategy method LTMU on dealing with the
distractor. When the target disappears in the 2994'" frame due
to shot cut, both our method and LTMU drift to a nearby dis-
tractor. However, when the target reappears in the 3004*" frame,
our method successfully recovers to the target while LTMU keeps
tracking the distractor.

4. More Discussions about the Distractor Issue

As pointed out in the main paper, the proposed global
tracking framework cannot handle the extremely challeng-
ing distractor issue. For example, in the situation there is
an existing similar distractor when the target disappears in
the view, our method may drift to the distractor after los-
ing the target. Such a complicated situation is also quite
challenging for most local-global switching strategy track-
ers. However, when the target reappears, our method with
a global view is more likely to recover to the target than the
local-global switching tracker, which may still track the dis-
tractor in a local view without sensing the target. We show
such a case in Figure 4.
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