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Abstract

Knowledge Distillation (KD) aims at distilling the
knowledge from the large teacher model to a lightweight
student model. Mainstream KD methods can be divided
into two categories, logit distillation, and feature distilla-
tion. The former is easy to implement, but inferior in per-
formance, while the latter is not applicable to some prac-
tical circumstances due to concerns such as privacy and
safety. Towards this dilemma, in this paper, we explore
a stronger logit distillation method via making better uti-
lization of logit outputs. Concretely, we propose a sim-
ple yet effective approach to logit distillation via multi-
level prediction alignment. Through this framework, the
prediction alignment is not only conducted at the instance
level, but also at the batch and class level, through which
the student model learns instance prediction, input corre-
lation, and category correlation simultaneously. In addi-
tion, a prediction augmentation mechanism based on model
calibration further boosts the performance. Extensive ex-
periment results validate that our method enjoys consis-
tently higher performance than previous logit distillation
methods, and even reaches competitive performance with
mainstream feature distillation methods. Code is avail-
able at https://github.com/Jin-Ying/Multi-
Level-Logit—-Distillation.

1. Introduction

The last few decades have witnessed the prosperity of
deep learning in computer vision tasks, such as image clas-
sification [3, 7, 14, 26], object detection [21], and segmen-
tation [25, 37]. However, due to their overwhelming large
model size, many deep models rely heavily on computation
and storage resources, which makes it nearly impossible to
deploy them in some practical scenarios, such as mobile de-
vices. Towards this challenge, Knowledge Distillation [10]
(KD) was introduced to reduce model capacity. Concretely,
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Figure 1. Problem Setting. Feature distillation methods utilize
features in the intermediate layers as well as logit outputs. On the
contrary, logit distillation methods conduct knowledge distillation
merely with logit outputs.

the KD framework consists of one teacher model (large) and
one student model (small). The main objective of KD is
to distill the knowledge in the teacher model to the light-
weight student model, which can be readily deployed. Var-
ious KD methods [, 8, 19,22, 27] have been proposed and
proved to be effective.

Mainstream KD methods fall into two lines of work, 1)
logit distillation and 2) feature distillation. Logit distilla-
tion conveys knowledge from the teacher model to the stu-
dent merely on the logit level. The earliest KD method [10],
which distills knowledge by reducing the divergence of pre-
dictions, is an example of logit distillation method. To-
wards better utilization of teacher knowledge, recent re-
searches [1,22] shed light on the intermediate layers in the
teacher model, conducting distillation by matching feature
distributions as well as logit outputs among the teacher and
student model. These methods are coined feature distilla-
tion methods. We compare feature distillation with logit
distillation in Figure 1.

Utilizing the feature knowledge in intermediate layers,
feature distillation methods are more likely to reach supe-
rior performance. However, in some real-world applica-
tions, the intrinsic architecture of the teacher model is invis-
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Table 1. Comparison of different methods. Compared with previous logit distillation and feature distillation methods, our method
conducts prediction alignment at the instance level, batch level and category level simultaneously.

Method Instance-level Alignment Batch-level Alignment Category-level Alignment
Logit Distillation (Previous) v X X
Feature Distillation v v X
Logit Distillation (Ours) v v v

ible due to commercial, privacy, and safety concerns, mak-
ing these methods invalid under such circumstances. For
example, when launching adversarial attacks [5], it is much
easier for hackers to recover the train data when all inter-
mediate layers in the model are available. Such a leak of
data may cause highly negative influences on financial or
medical applications.

Facing such a dilemma, we pay attention to logit distil-
lation, which does not need to have access to the features
in the intermediate layers. To mitigate the performance
gap between logit distillation and feature distillation, we
shall make better utilization of logit outputs. Concretely, in
this paper, we propose multi-level logit distillation, a sim-
ple yet effective approach to absorb more information from
logit outputs. We propose a multi-level alignment to reduce
the divergence of predictions between the teacher and stu-
dent at the instance, batch, and class level. Through this
alignment, the student model absorbs knowledge from the
teacher model not only in instance-level prediction, but in
batch-level input correlation and class-level category corre-
lation as well. We compare our multi-level logit distillation
method with previous methods in Table 1. The previous
logit distillation merely conducts instance-level alignment,
and the feature distillation incorporates batch-level align-
ment. On the contrary, our method implements alignment
at multiple levels with logit outputs alone. In addition, we
also introduce a prediction augmentation based on model
calibration. It enables the student model to learn from more
diverse predictions, pushing the performance of our method
to a higher level.

Extensive experiment results on mainstream benchmarks
validate that our method surpasses previous logit distillation
methods, in both homogenous and heterogeneous network
knowledge distillation settings. Meanwhile, our method
also reaches competitive performance over previous feature
distillation methods, proving that our method excels at uti-
lizing logit outputs.

2. Related Work

Proposed in [10], Knowledge Distillation (KD) defines
a new model compression framework. It consists of one
large teacher model and one lightweight student model. Its
goal is to distill (transfer) the knowledge in the teacher

model to the student model. Concretely, it forces the student
model to mimic the teacher outputs by minimizing the di-
vergence between the predictions from the teacher and stu-
dent model. Towards the over-confidence / miscalibration
phenomenon [6] in neural networks, temperature re-scaling
is applied to alleviate the influence. In our method, we also
implement prediction augmentations by incorporating mul-
tiple temperatures.

Upon proposal, various methods have been proposed for
knowledge distillation. These methods fall into two lines of
work: 1) logit distillation methods [2, 4, 18,30, 35] and 2)
feature distillation methods [8,9,11,12,19,20,22,27,28,31,

1.

Logit Distillation Logit distillation methods distill
knowledge merely with output logits. For instance, the
earliest KD method is a logit distillation method. Other
logit distillation methods boost knowledge distillation by
introducing a mutual-learning paradigm [35] or additional
teacher assistant module [18]. The logit distillation meth-
ods appear to be straightforward and are ready to be applied
to any scenario. However, their performance is often infe-
rior to feature-level methods.

Feature Distillation To further boost knowledge distilla-
tion, another line of work, feature distillation, is proposed to
conduct distillation on intermediate features as well as logit
outputs. Concretely, some of them [8,9,22] mitigate the di-
vergence between features in the teacher and student model,
which enforces the student model to imitate the teacher
model at the feature level. Other methods [19,27, 28] also
convey teacher knowledge by distilling the input correla-
tion. Feature distillation methods are more likely to gain
high performance since they absorb rich knowledge from
the teacher model. Different from these feature-level meth-
ods that transfer input correlation via intermediate features,
our distillation method learns input correlation by logit out-
puts. Our method also considers class correlation, which
previous works rarely pay attention to.

3. Methodology

To smooth the presentation, we start from preliminaries.
Then we introduce our multi-level logit distillation.
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3.1. Preliminaries

Knowledge Distillation We start from the original
Knowledge Distillation (KD) method, which was proposed
in [10]. To illustrate the procedure of KD, we consider C-
way classification task and denote the logit output of a sin-
gle input as z € R, then the class probability is

ezj/T
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where p; and z; is the probability value on the j-th class.
We compute the Softmax value and 7' is the temperature
scaling hyper-parameter [6]. In knowledge distillation, 7" is
often larger than 1.0, which alleviates the over-confidence
phenomenon in neural network [6]. When T' = 1.0, the out-
put will shrink to vanilla Softmax output. The objective of
KD is to distill the knowledge from the large teacher model
to the lightweight student model. With rescaled outputs, the
original KD method implements distillation by minimizing
the KL divergence between the outputs from the teacher and
student model,

tea
p A

), @
b

c
Licp = KL(p"([p*™*) = > pllog(
j=1

where L p is the knowledge distillation loss, pi°® and p3™*
indicates the probability value on the j-th category of the
teacher and student output, respectively.

The original KD method, minimizing the divergence on
logit outputs, serves as the most fundamental baseline in
KD research. As alogit distillation method, its performance
is inferior to feature distillation methods. In this paper, we

strive to seek a stronger logit distillation method.

3.2. Multi-level Logit Distillation

In this section, we will introduce our multi-level logit
distillation. Here, we consider the output of a batch of
data instead of a single data. We denote the logit output
as z € RBXC where B is the batch size and C' means C-
way classification. Our method has two core components:
1) prediction augmentation and 2) multi-level alignment.

3.2.1 Prediction Augmentation

To gain richer knowledge from predictions, we propose
a prediction augmentation mechanism, through which we
can expand a single output to multiple ones. Concretely,
we conduct prediction augmentation through model calibra-
tion. We take temperature scaling, a widely adopted calibra-
tion method [6],

e%i.i/ Tk
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where p; ; . is the probability value of the i-th input on the
j-th category, with temperature hyper-parameter 7}. In our
mechanism, Ty, 77, ..., Tk forms a pool with K tempera-
tures, which enables us to augment one prediction to K di-
verse outputs.

As shown in Figure 2, take K = 2 as an instance, outputs
from the teacher and student model are augmented respec-
tively. Through the prediction augmentation mechanism,
we convert one prediction to K outputs that are diverse in
probability sharpness.

3.2.2 Multi-level Alignment

With augmented predictions, as shown in Figure 2, we
propose to align the teacher output and the corresponding
student output (according to the temperature) one by one.
Instead of the original logit alignment through KL diver-
gence, we propose a novel multi-level alignment, which in-
cludes 1) instance-level, 2) batch-level, and 3) class-level
alignment.

Instance-level Alignment We inherit the original mech-
anism in KD to implement instance-level alignment in our
method. Concretely, as shown below, we minimize the KL
divergence between augmented predictions from the teacher
and student model one by one,

N K
SO KL
1=1 k=1

Lins
“)

where L;,s means the instance-level alignment loss,
;" and p;'j", indicate the teacher and student outputs on
the ¢-th instance, j-th category, that are augmented by T}.
The instance-level alignment forces the student model to
mimic the teacher predictions on each instance, which plays
the most fundamental role in knowledge distillation. When
compared with the vanilla KD [10] method, the core differ-
ence of our alignment is that we adopt prediction augmen-
tation by temperature scaling, which transfers more diverse
knowledge from the teacher model to the student model.

Batch-level Alignment Instead of aligning predictions at
merely instance level, we propose to conduct batch-level
alignment by input correlation, the relation between two in-
puts, which is modeled via features in previous works. In
our method, we take logit predictions to quantify it. Specif-
ically, we compute the Gram Matrix on the model predic-
tions as follows,
C
G* = pipf, Gy = Zpa,j,k “Db,j ks )
j=1
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Figure 2. Method Overview. In our multi-level logit distillation framework, after obtaining the teacher and student predictions, we conduct
prediction augmentation, converting them to multiple outputs with different temperatures respectively. The augmented predictions are
matched respectively through multi-level alignment, which consists of instance-level, batch-level, and class-level alignment. We take
batch size B = 2 and class number C' = 5 as an example to demonstrate our multi-level alignment. (Best viewed in color)

where GF is a B x B matrix, and Py indicates the predic-
tions obtained via ;. We can derive that G, models the
probability that the a-th and the b-th inputs are classified in
the same category, which indicates the relationship between
them.

Then we compute the input correlation matrix G, ac-
cording to different T}, with the teacher and student pre-
dictions respectively. Our objective is to mitigate the diver-
gence between them, thus the corresponding loss can be

K
1
LbatCh = E Z HGfea - Gl‘:tqu’ (6)
k=1
where Lyq:cp, serves as the batch-level alignment loss, Gfea

and G%,, are the input correlation matrix computed by
teacher and student predictions with temperature 7%, re-
spectively. Similarly, with instance-level alignment, we
take all augmented predictions and conduct alignment ac-
cordingly.

Class-level Alignment The last part of our method lies in
class-level alignment. We state that the model predictions
can depict the relationship between categories, i.e., if one
class is very similar to the ground-truth class, the model is
prone to be reluctant between them, forming two high peaks
in predictions. Such a category correlation can be modeled
by predictions of a batch of data as follows,

N
M* = p{pr, ME, = " piak - Dibks (7
=1

where M* is a C' x C matrix, Py indicates the predictions
obtained via Ty, and M fb presents the probability that the
inputs in this batch are classified to the a-th category and
the b-th category simultaneously, which quantifies the rela-
tionship between the two classes.

After quantifying the category correlation, we can en-
force the student model to absorb this part of knowledge
from the teacher model by the following loss,

K
1
Lclass = 5 Z ||Mtk;,a - M.ftu”% (8)
k=1

where L;qs5 serves as the class-level alignment loss, Mtkea
and ME  are the category correlation matrix computed
by teacher and student predictions with temperature hyper-
parameter T3. Augmented predictions with multiple tem-
peratures alleviate the over-confidence phenomenon in neu-
ral networks, which is crucial in modeling the category cor-

relation.

Multi-level Alignemt Now we have designed the mech-
anism for instance-level, batch-level, and class-level align-
ment, and our multi-level alignment loss is presented as

Ltotal = Lins + Lbatch + Lclass' (9)

By integrating three parts of loss together, our method en-
forces the student model to imitate the teacher model not
only in instance-level predictions but in batch-level input
correlation and class-level category correlation as well. We
provide the pseudo-code in Algorithm 1.
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Algorithm 1: Pseudo-code in a PyTorch-like style.

# z_stu, z_tea: student, teacher logit outputs
# T = [T_1, T.2, ..., T_K]:

# one set of K different temperatures

# 1_ins, 1_batch, 1l_class:

# three parts of alignment loss

# 1_total: total loss

1_total = 0

for tinT do

p_stu = F.softmax(z_stu / t) # B x C
p_tea = F.softmax(z_tea / t) # B x C
l_ins = F.kl_div(p_tea, p_stu)

G_stu = torch.mm(p_stu, p_stu.t()) # B x B

G_tea = torch.mm(p_tea, p_tea.t()) # B x B

1 _batch = ((G_stu — G_tea) ** 2).sum() / B

M_stu = torch.mm(p_stu.t (), p_stu) # C x C

M _tea = torch.mm(p_tea.t (), p_tea) # C x C

l_class = ((M_stu - M_tea) x* 2).sum() / C
)

(
1l_total += (l_ins + 1_batch + 1_class
end

4. Experiments
4.1. Datasets and Settings

In our experiments, we evaluate the performance of our
method on image classification and objection detection re-
spectively.

Datasets We take three widely researched datasets, 1)
CIFAR-100 [13], with 60,000 images in total (50,000 for
training and 10,000 for validation) from 100 categories, the
resolution of images is 32 x 32, 2) ImageNet [23], one of
the most important benchmark datasets for image classifi-
cation, with nearly 1.3 million training images and 50,000
images for validation. The images come from 1,000 cat-
egories and are in high resolution. 3) MS-COCO [16], a
mainstream dataset for object detection, with 118,000 train-
ing images and 5,000 validation images from 80 categories.

Settings We focus on knowledge distillation with two
different settings in our experiment section. 1) Homoge-
nous architecture where the teacher and student model
are in the same type of architecture (e.g. ResNet56 and
ResNet20), and 2) Heterogeneous architecture where the
two models are different in architecture (e.g. ResNet32x4
and ShuffleNet-V1). We include various neural network
architectures in our experiment, including ResNet [7],
WRN [32], VGG [26], ShuffleNet-V1 [34]/V2 [17] and
MobileNetV2 [24].

Implementation Details For CIFAR-100, we set the
batch size as 64 and the base learning rate as 0.05. For
ImageNet, we set the batch size as 128, and the base learn-
ing rate as 0.1. For MS-COCO, we set the batch size as 8

and the base learning rate as 0.01. We take 1 GPU to train
the model on CIFAR-100 and 8 GPUs on ImageNet and
MS-COCO. For prediction augmentation, we take K = 5
temperatures [2.0,3.0,4.0,5.0,6.0] and denote the median
of them as T (T" = 4.0 here). We run each experiment five
times and report the average results.

4.2. Experimental Results

In our experiments, we evaluate the performance of our
method and compare it with previous logit distillation meth-
ods. We also report the performance of other feature distil-
lation methods [1, 8, 19,22, 27]. We note that such a com-
parison is somewhat unfair since our method takes merely
the output logits to conduct distillation.

CIFAR-100 We evaluate our method on CIFAR-100 and
compare it with previous methods. For knowledge distil-
lation where the teacher and student model are in homoge-
nous architecture, as shown in Table 2, our method performs
best among logit distillation methods, showing obvious im-
provements over the original student model and the vanilla
KD [10] method. Moreover, our accuracy is slightly better
than the feature distillation methods. We note that it vali-
dates the strong effectiveness of our method, since it only
takes output predictions to surpass all the methods that ab-
sorb abundant knowledge from intermediate features.

When it comes to the situation where the teacher and stu-
dent model are heterogeneous in architecture, the results in
Table 3 demonstrate that our method shows a remarkable
advantage over the previous logit distillation methods, en-
hancing the lightweight student model effectively. In addi-
tion, our method also shows competitive performance over
the feature distillation methods.

ImageNet We plug our method into knowledge distilla-
tion on ImageNet, with the teacher and student models in
homogenous or heterogeneous architecture. We compare
our method with previous logit distillation methods, as well
as present the performance of previous feature distillation
methods. We report both Top-1 and Top-5 accuracy in Ta-
ble 4.

The results demonstrate that no matter whether the
teacher and student models are homogenous (ResNet34 and
ResNet18) or heterogeneous (ResNet50 and MobileNet-
V2), our method consistently outperforms previous KD
methods. In addition, our method still shows competitive
performance over feature distillation methods on such a
large-scale and complicated dataset.

MS-COCO We extend our experiments to objection de-
tection, another fundamental computer vision task. We
take Faster-RCNN [21]-FPN [15] as the backbone, and AP,
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Table 2. Results on CIFAR-100, Homogenous Architecture. Top-1 accuracy is adopted as the evaluation metric. The teacher model and
student model are in homogenous architecture and their original performance is reported respectively.

Teacher ResNet56 ResNetl10 ResNet32x4 WRN-40-2 WRN-40-2 VGGI3
Method 72.34 74.31 79.42 75.61 75.61 74.64 Ave
Student ResNet20  ResNet32 ResNet8 x4 ~ WRN-16-2 WRN-40-1 VGGS8
69.06 71.14 72.50 73.26 71.98 70.36
FitNet [22] 69.21 71.06 73.50 73.58 72.24 71.02  71.77
RKD [19] 69.61 71.82 71.90 73.35 72.22 71.48 71.73
Feature CRD [27] 71.16 73.48 75.51 75.48 74.14 7394 7395
OFD [8] 70.98 73.23 74.95 75.24 74.33 73.95 73.78
ReviewKD [1] 71.89 73.89 75.63 76.12 75.09 74.84  74.58
KD [10] 70.66 73.08 73.33 74.92 73.54 72.98 73.09
Logit DML [35] 69.52 72.03 72.12 73.58 72.68 71.79  71.95
TAKD [18] 70.83 73.37 73.81 75.12 73.78 73.23 73.36
Ours 72.19 74.11 77.08 76.63 75.35 7518  75.09

Table 3. Results on CIFAR-100, Heterogeneous Architecture. Top-1 accuracy is adopted as the evaluation metric. The teacher model
and student model are in heterogeneous architecture and their original performance is reported respectively.

Teacher ResNet32 x4 WRN-40-2 VGG13 ResNet50 ResNet32 x4
Method 79.42 75.61 74.64 79.34 79.42 Ave
Student ShuffleNet-V1  ShuffleNet-V1  MobileNet-V2  MobileNet-V2  ShuffleNet-V2
70.50 70.50 64.60 64.60 71.82
FitNet [22] 73.59 73.73 64.14 63.16 73.54 69.63
RKD [19] 72.28 72.21 64.52 64.43 73.21 69.33
Feature CRD [27] 75.11 76.05 69.73 69.11 75.65 73.13
OFD [8] 75.98 75.85 69.48 69.04 76.82 73.43
ReviewKD [ 1] 77.45 77.14 70.37 69.89 77.78 74.53
KD [10] 74.07 74.83 67.37 67.35 74.45 71.60
Logit DML [35] 72.89 72.76 65.63 65.71 73.45 70.09
TAKD [18] 74.53 75.34 6791 68.02 74.82 72.12
Ours 77.18 77.44 70.57 71.04 78.44 74.93

Table 4. Results on ImageNet. Top-1 and Top-5 accuracy is
adopted as the evaluation metric. The original accuracies of the
teacher and student model are also reported.

| Top-1  Top-5 | Top-1  Top-5
Teacher ResNet34 ResNet50
Method 7331 9142 76.1§ 92.86
Student ResNet18 MobileNet-V2
69.75 89.07 | 68.87 88.76
AT [33] 70.69 90.01 | 69.56 89.33
Feature OFD [8] 70.81 89.98 | 71.25 90.34
CRD [27] 71.17 90.13 | 71.37 90.41
ReviewKD [1] | 71.61 90.51 | 72.56 91.00
KD [10] 70.66 89.88 | 68.58 88.98
Logit DML [35] 70.82 90.02 | 71.35 90.31
TAKD [18] 70.78 90.16 | 70.82 90.01
DKD [36] 71.70 90.41 | 72.05 91.05
Ours 71.90 90.55 | 73.01 91.42

APs5p, and AP75 as the evaluation metric. The results in Ta-
ble 5 validate that our method is steadily superior to main-
stream KD methods and enjoys strong performance over
previous feature distillation methods.

4.3. Analyses

The experiment results above validate the effectiveness
of our method in both image classification and object detec-
tion. Then we conduct more analysis on our method.

Ablation study We investigate the contributions of each
component in our method, instance-level alignment, batch-
level alignment, class-level alignment, and prediction aug-
mentation. In Table 6, when merely instance-level align-
ment is adopted, the method shrinks to the original KD [10]
method, while with all the four components, our method
performs better than all the other variants, proving that each
part of our method is indispensable.
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Table 5. Results on MS-COCO. We take Faster-RCNN [
The original accuracies of the teacher and student model are also reported.

]-FPN [

] as the backbone, and AP, APs5q, and AP75 as the evaluation metric.

AP APy, AP, | AP APsy AP, | AP APs, AP
Teacher ResNet101 ResNet101 ResNet50

Method 42.04 6248 4588 | 42.04 6248 4588 | 4022 61.02 43.81
etho Student ResNet18 ResNet50 MobileNetV2

3326 53.61 3526 | 37.93 5884 41.05 | 29.47 4887 30.90

FitNet [22] | 34.13 54.16 36.71 | 3876 59.62 41.80 | 3020 49.80 31.69

Feature ~ FGFI[29] | 35.44 5551 38.17 | 39.44 6027 43.04 | 31.16 5068 32.92

ReviewKD [1] | 36.75 56.72 34.00 | 4036 60.97 44.08 | 33.71 53.15 36.13

KD [10] 33.97 5466 3662 | 3835 59.41 4171 | 30.13 5028 31.35

Losit  TAKD[I8] | 3459 5535 3712|3901 60.32 4310|3126 51.03 3346

g DKD [36] | 3505 5660 37.54 | 3925 6090 42.73 | 32.34 5377 34.01

Ours 36.03 5728 3851 | 40.15 61.67 44.57 | 33.83 54.01 3522

Table 6. Ablation Study. The experients are conducted on CIFAR-100, with ResNet32x4 as the teacher model, ResNet8x4 as the student

model, and Top-1 accuracy as the evaluation metric.

Instance-level Alignment Batch-level Alignment Class-level Alignment Prediction Augmentation  Acc
v X X X 73.33
v v X X 74.58
v v v X 76.26
v v v v 77.08

Comparison with Teacher Model It is interesting to ex-
plore the performance gap between the student and teacher
model in our method. In Table 7, we calculate the gap be-
tween the accuracies of the student and teacher model, we
note that the gap is negative when the student model out-
performs the teacher model. We can observe that with our
carefully designed method, the student model performance
is highly close to the teacher model, with an average accu-
racy gap of 0.23. Another surprising phenomenon is that
sometimes the student model even shows slightly stronger
performance than the teacher model. We conjecture the
cause of it may be that our knowledge distillation method
cooperates well with pure supervised learning.

Combination with Feature Distillation Methods Be-
sides serving as a logit distillation method, our method can
also be combined with existing feature distillation methods.
Since our method does not introduce any external modules,
we can easily plug it into a variety of feature distillation
methods. In Table 8, we integrate our method with exist-
ing feature distillation methods and show the correspond-
ing results. Our method brings about obvious improve-
ments to RKD [19] (71.73 to 75.32) and steadily pushes
ReviewKD [1], a readily strong method, to a higher level.

Correlation Matrices In our method, we enforce the stu-
dent model to absorb the input correlation as well as the cat-
egory correlation knowledge from the teacher model. Here,
we visualize the distance between the input correlation ma-
trices and category correlation matrices of the teacher and
student models, respectively. The diagonal values are re-
moved for a clearer demonstration. We take ResNet32x4 as
the teacher model and ResNet8x4 as the student model and
train them on CIFAR-100 [13]. We calculate the distance
on a batch of data with a batch size of 64. As shown in Fig-
ure 3, in our method, the student model learns input corre-
lation and category correlation knowledge from the teacher
model better, which is consistent with our motivation and
experiment results.

Training Time We compare the training time of various
KD methods which enjoy competitive performance by as-
sessing the training time of each batch of data, on CIFAR-
100, with the teacher and student models in homogenous
architecture. We can observe from Figure 4(a) that our
method takes the shortest training time among previous
methods. We conjecture that the reason is that our method
takes merely the logit outputs to conduct knowledge distil-
lation, while previous methods need more time and compu-
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Table 7. Performance gap between teacher and student model. Experiments are implemented on CIFAR-100, with teacher and student
in homogenous architecture. Top-1 accuracy as the evaluation metric. Note that when the student model outperforms the teacher model,
the gap is negative. The settings are the same as Table 2.

Teacher 72.34 7431 7942 75.61 75.61 74.64 | 75.32 (Avg)
Student (Ours) | 72.19 74.11 77.08 76.63 7535 75.18 | 75.09 (Avg)
Gap ‘ 0.15 020 234 -1.02 026 -054 ‘ 0.23 (Avg)

Table 8. Combination with Feature Distillation Methods. Experiments are implemented on CIFAR-100, with teacher and student in
homogenous architecture. Top-1 accuracy as the evaluation metric. The settings are the same as Table 2.

RKD [19] 69.61 7182 7190 73.35 7222 7148 | 71.73 (Avg)
+ Ours 7234 7401 7738 76.89 7530 75.90 | 75.32 (Avg)
ReviewKD [1] | 71.89 73.89 75.63 76.12 75.09 74.84 | 74.58 (Avg)
+ Ours 7283 74.52 78.01 7754 7621 75.69 | 75.80 (Avg)
50 76
gw 2 75/ 74.89 - 7492 7478 7470
-,%)30 24 25 §73
22 19 <5
Em = n
° RKD OFD CRD ReviewKD Ours ” 3 4 -?— s 7
oomom e e e e ((a)) Training Time ((b)) Hyperparameter Sensitivity
((a)) Training Speed ((b)) Hyperparameter Sensitivity

((c)) Training Speed ((d)) Hyperparameter Sensitivity

Figure 3. Distance of the correlation matrix between the teacher
and student model. (a), (b): Distance of input correlation matri-
ces. (¢), (d): Distance of category correlation matrices. We take
ResNet32x4 as the teacher model and ResNet8x4 as the student
model and train them on CIFAR-100. We calculate the input cor-
relation matrix on a batch of data with a batch size of 64. (Clearer
figures are included in Appendix.)

tational costs to distill the knowledge in intermediate layers.

Hyperparameter Sensitivity In our experiments, we set
the median of temperatures as 7' = 4.0. Here, we con-
duct hyperparameter sensitivity on 7. Following our ex-
periment settings, we take K = 5 temperatures with me-
dian T' = [3.0,4.0,5.0, 6.0, 7.0] and evaluate the model on
CIFAR-100 with the teacher and student models in homo-
geneous architecture respectively. The results are shown in

Figure 4. Training Time and Hyperparameter Sensitivity. (a)
Training time for each batch of data of competitive KD methods.
Our method takes the shortest training time among them. (b) Our
method performs steadily over different 7" hyperparameter. Both
experiments are conducted on CIFAR-100, with the teacher and
student models in homogenous architecture.

Figure 4(b). Our method performs stably under different 7'
hyperparameters.

5. Conclusion

In this paper, we propose multi-level logit distillation, a
novel approach to make better utilization of logit outputs
for knowledge distillation. Concretely, we introduce multi-
level alignment, which consists of instance-level, batch-
level, and class-level alignment. A prediction augmentation
mechanism is proposed to boost the performance. Extensive
experiment results prove the effectiveness of our method.
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