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Abstract

Do video-text transformers learn to model temporal re-
lationships across frames? Despite their immense capacity
and the abundance of multimodal training data, recent work
has revealed the strong tendency of video-text models to-
wards frame-based spatial representations, while temporal
reasoning remains largely unsolved. In this work, we iden-
tify several key challenges in temporal learning of video-
text transformers: the spatiotemporal trade-off from limited
network size; the curse of dimensionality for multi-frame
modeling; and the diminishing returns of semantic informa-
tion by extending clip length. Guided by these findings, we
propose SViTT, a sparse video-text architecture that per-
forms multi-frame reasoning with significantly lower cost
than naı̈ve transformers with dense attention. Analogous
to graph-based networks, SViTT employs two forms of
sparsity: edge sparsity that limits the query-key commu-
nications between tokens in self-attention, and node spar-
sity that discards uninformative visual tokens. Trained with
a curriculum which increases model sparsity with the clip
length, SViTT outperforms dense transformer baselines on
multiple video-text retrieval and question answering bench-
marks, with a fraction of computational cost. Project page:
http://svcl.ucsd.edu/projects/svitt.

1. Introduction
With the rapid development of deep neural networks for

computer vision and natural language processing, there has
been growing interest in learning correspondences across
the visual and text modalities. A variety of vision-language
pretraining frameworks have been proposed [12, 22, 29, 34]
for learning high-quality cross-modal representations with
weak supervision. Recently, progress on visual transform-
ers (ViT) [5,16,32] has enabled seamless integration of both
modalities into a unified attention model, leading to image-
text transformer architectures that achieve state-the-art per-
formance on vision-language benchmarks [1, 27, 44].

Progress has also occurred in video-language pretraining
by leveraging image-text models for improved frame-based
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Figure 1. We propose SViTT, a sparse video-text transformer for
efficient modeling of temporal relationships across video frames.
Top: Semantic information for video-text reasoning is highly lo-
calized in the spatiotemporal volume, making dense modeling in-
efficient and prone to contextual noises. Bottom: SViTT pur-
sues edge sparsity by limiting query-key pairs in self-attention, and
node sparsity by pruning redundant tokens from visual sequence.

reasoning [4, 9, 18]. Spatial modeling has the advantage
of efficient (linear) scaling to long duration videos. Per-
haps due to this, single-frame models have proven surpris-
ingly effective at video-text tasks, matching or exceeding
prior arts with complex temporal components [9,24]. How-
ever, spatial modeling creates a bias towards static appear-
ance and overlooks the importance of temporal reasoning in
videos. This suggests the question: Are temporal dynamics
not worth modeling in the video-language domain?

Upon a closer investigation, we identify a few key chal-
lenges to incorporating multi-frame reasoning in video-
language models. First, limited model size implies a trade-
off between spatial and temporal learning (a classic example
being 2D/3D convolutions in video CNNs [46]). For any
given dataset, optimal performance requires a careful bal-
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ance between the two. Second, long-term video models typ-
ically have larger model sizes and are more prone to over-
fitting. Hence, for longer term video models, it becomes
more important to carefully allocate parameters and control
model growth. Finally, even if extending the clip length im-
proves the results, it is subject to diminishing returns since
the amount of information provided by a video clip does
not grow linearly with its sampling rate. If the model size
is not controlled, the computational increase may not jus-
tify the gains in accuracy. This is critical for transformer-
based architectures, since self-attention mechanisms have
a quadratic memory and time cost with respect to input
length. In summary, model complexity should be adjusted
adaptively, depending on the input videos, to achieve the
best trade-off between spatial representation, temporal rep-
resentation, overfitting potential, and complexity. Since ex-
isting video-text models lack this ability, they either attain a
suboptimal balance between spatial and temporal modeling,
or do not learn meaningful temporal representations at all.

Motivated by these findings, we argue that video-text
models should learn to allocate modeling resources to the
video data. We hypothesize that, rather than uniformly ex-
tending the model to longer clips, the allocation of these re-
sources to the relevant spatiotemporal locations of the video
is crucial for efficient learning from long clips. For trans-
former models, this allocation is naturally performed by
pruning redundant attention connections. We then propose
to accomplish these goals by exploring transformer spar-
sification techniques. This motivates the introduction of a
Sparse Video-Text Transformer (SViTT) inspired by graph
models. As illustrated in Fig. 1, SViTT treats video to-
kens as graph vertices, and self-attention patterns as edges
that connect them. We design SViTT to pursue sparsity
for both: edge sparsity aims at reducing query-key pairs in
attention module while maintaining its global reasoning ca-
pability; node sparsity reduces to identifying informative to-
kens (e.g., corresponding to moving objects or person in the
foreground) and pruning background feature embeddings.
To address the diminishing returns for longer input clips, we
propose to train SViTT with temporal sparse expansion, a
curriculum learning strategy that increases clip length and
model sparsity, in sync, at each training stage.

SViTT is evaluated on diverse video-text benchmarks
from video retrieval to question answering, comparing to
prior arts and our own dense modeling baselines. First, we
perform a series of ablation studies to understand the bene-
fit of sparse modeling in transformers. Interestingly, we find
that both nodes (tokens) and edges (attention) can be pruned
drastically at inference, with a small impact on test perfor-
mance. In fact, token selection using cross-modal attention
improves retrieval results by 1% without re-training.

We next perform full pre-training with the sparse mod-
els and evaluate their downstream performance. We observe

that SViTT scales well to longer input clips where the accu-
racy of dense transformers drops due to optimization diffi-
culties. On all video-text benchmarks, SViTT reports com-
parable or better performance than their dense counterparts
with lower computational cost, outperforming prior arts in-
cluding those trained with additional image-text corpora.

The key contributions of this work are: 1) a video-text
architecture SViTT that unifies edge and node sparsity; 2)
a sparse expansion curriculum for training SViTT on long
video clips; and 3) empirical results that demonstrate its
temporal modeling efficacy on video-language tasks.

2. Related Work
Video-language pretraining. Vision-language pretrain-
ing has been widely adopted for various video-text down-
stream tasks. VideoBERT [45] was an early effort, us-
ing video-text pretraining for action classification and video
captioning. Recently, the massive-scale instructional video
dataset HowTo100M [39] has motivated many approaches
to video-text pretraining [4, 19, 24, 38, 56, 57]. Frozen [4]
proposed to pretrain a space-time transformer on a combi-
nation of video and image data to enable zero-shot text-to-
video retrieval. ATP [9] and Singularity [24] showed strong
performance using image-based models, highlighting the
importance of spatial modeling for video-language tasks. In
this work, we pursue an alternative route of efficient tempo-
ral modeling across multiple video frames.
Sparse transformers. The self-attention of naı̈ve trans-
formers [16, 48] has quadratic complexity making them in-
efficient for modeling long sequences. Different forms of
sparse attention have been studied to improve text [7,13,55],
image [15, 32, 47], and video modeling [3, 8, 33], although
the sparse patterns are typically predetermined and do not
adapt to the input semantics. Several works have also con-
sidered speeding up vision transformers by adaptively re-
ducing the number of input tokens [11, 30, 37, 41, 42, 53].
For example, DynamicViT [41] proposed to drop visual to-
kens with a dedicated module that identifies and prunes less
informative ones. TokenLearner [42] introduces a learnable
module to adaptively generate a small subset of tokens from
input frames. EViT [30] progressively reduces the number
of tokens based on their attention scores, fusing inattentive
tokens into a new token to preserve input information. Un-
like prior works that focus on visual modeling on images or
videos alone, we study the sparsity of video-language trans-
formers which can benefit from cross-modal attention.

3. Exploiting Sparsity in Video Transformers
In this section, we formulate video transformers as graph

models (Sec. 3.1) and present a set of approaches towards
sparse video modeling, exploiting the redundancy of edges
(Sec. 3.2) and nodes (Sec. 3.3). We combine these into a
unified sparse framework for video-text learning (Sec. 3.4).
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Figure 2. Model Architecture. SViTT improves modeling efficiency of conventional video-text transformers through two key compo-
nents: node sparsity and edge sparsity. Edge sparsification AE computes sparse self-attention of input visual sequence z, where each
query token attends to a small subset of key and value tokens, with connectivity E specified by global, local, and random attention. Node
sparsification SV uses global attention scores from AE to prune uninformative tokens, removing them from the computational graph of
subsequent layers; SM uses text-to-video attention in the multimodal encoder to further reduce the length of visual sequence.

3.1. Video Transformers are Graph Models
Visual transformers [16] are deep neural networks that

model images or videos as sequences of local pixel patches,
through a combination of patchwise feature transformation
and self-attention. Inspired by transformer architectures
for language models [48], video transformers encode input
clips into a sequence of spatiotemporal patches, flattened
and linearly projected to a d-dimensional embedding space:

Z(0) =
(
z
(0)
cls , z

(0)
1 , . . . , z

(0)
N

)
= f tok(x1:T ) ∈ R(N+1)×d

(1)
where N = T ′H ′W ′ is the volume of the 3D patch
grid, and z

(0)
cls denotes a special class token responsible for

instance-level prediction. The tokenized sequence is pro-
cessed by a cascade of transformer blocks f (l)

Z(l) = f (l)(Z(l−1)), l = 1, . . . , L (2)

each of which computes the self-attention A between input
tokens, followed by a feed-forward network F :1

f (l)(Z) = F(A(ZWT
K ,ZWT

Q,ZW
T
V )), (3)

A(Q,K,V) = σ(QKT )V (4)

1Attention heads, residual connections and normalization terms are
omitted for brevity, although we use the conventional implementation [48].

We interpret the transformer architecture as a special
case of graph networks [6], with nodes representing tok-
enized video patches and edges connecting pairs of tokens
for which self-attention is computed. Specifically, con-
sider a directed graph G = (V, E) defined by the vertices
V = {z1, . . . , zN} corresponding to spatiotemporal video
patches, and edges E ⊆ {1, . . . , N}2 connecting pairs of
nodes. The self-attention of (4) can be generalized such
that node zi attends to zj only if (i, j) ∈ E ,

AE(qi,K,V) =
∑

j:(i,j)∈E

aijvj , (5)

aij =
e⟨qi,kj⟩∑

j:(i,j)∈E e
⟨qi,kj⟩

(6)

Under this interpretation, the transformer architecture
with full attention resembles a complete graph, where E in-
cludes every pair of vertices. This dense attention mech-
anism endows (5) with quadratic memory and time com-
plexity w.r.t. sequence length N , making naı̈ve transform-
ers notoriously inefficient to train and expensive to deploy,
especially for longer video clips. We argue that due to the
inherent sparsity of information in video data, a large por-
tion of the graph can be pruned dynamically without signif-
icant performance loss, leading to a sparse graph model of
significantly lower cost for training and inference.
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3.2. Edge Sparsity: Local & Random Attention
Prior natural language processing models, such as Big-

Bird [55], have explored the idea of restricting the number
of key-value pairs each query token attends to, which re-
duced the number of edges in E . We use a similar procedure
to create a video transformer with edge sparsity, utilizing a
combination of local, random and global attention.

Local attention. Regional tokens {zi}Ni=1 are first chun-
ked into Nb = ⌈N/G⌉ contiguous blocks of size G2. To-
kens of one block k attend to a local neighborhood of Kl

blocks {k −∆, . . . , k +∆}, where ∆ = (Kl − 1)/2 is the
maximum range of local attention,

(k, k′) ∈ E , ∀k, k′ : |k′ − k| ≤ ∆ (7)

This preserves the modeling of interactions between local
features (objects, people, textures) that does not require
long-range attention. In the case of Kl = 1, local reduces to
diagonal attention, where each block only attends to itself.

Random attention. Beyond local attention, each block
also attends to Kr other blocks sampled randomly from the
input sequence,

(k, k′) ∈ E , ∀k′ ∈ N (k) (8)

where N (k) is a random subset of {k′ | |k′ − k| > ∆} of
size Kr. This enables the transformer to model long-range
visual relationships while avoiding the quadratic cost.

Global attention. Class token zcls always attends to/from
regional tokens zi, i.e. the link between qcls and ki, as well
as qi and kcls, are always retained:

(cls, i), (i, cls) ∈ E , i = 1, . . . , N (9)

This enables zcls to capture global video context, even when
the rest of tokens do not attend globally.

In summary, we retain all attention connections for local-
to-global and global-to-local vertices, and limit local-to-
local edges to (Kl + Kr)G per token. Edge sparsity has
a linear asymptotic cost of O((Kl+Kr)GN), a significant
improvement over dense attention at O(N2). However, this
approach has two critical limitations of this strategy. First,
the sparse patterns are predetermined and do not adapt dy-
namically to the input sequence. Second, the connections
that remain in E are not determined by the video semantics.
In result, connections between pairs of tokens of low seman-
tic affinity (low attention values) may be preserved, impair-
ing the efficiency of the sparse attention mechanism. To en-
able more aggressive sparsification, we introduce a second
mechanism, which is dynamic, guided by video semantics,
and applied to the nodes of the graph.

2Padding is added when N is not divisible by G.

3.3. Node Sparsity: Dynamic Token Pruning
A large percentage of the tokens of a video transformer

corresponds to contextual regions, which contain little tem-
poral dynamics and are only weakly related to the prediction
target (e.g. background content uninformative of the activ-
ities of subjects in the foreground). While edge sparsifica-
tion improves the efficiency of self-attention, it lacks both
the flexibility and the semantic sensitivity to account for the
uneven distribution of information across video patches.

To introduce these properties, we propose a node sparsi-
fication strategy, based on the dynamic pruning of tokens.
We leverage a combination of observations. First, video
semantics are summarized by the class tokens zcls, which
contain a global representation of the information of interest
for classification. Second the global-to-local edges survive
the edge sparsification, through (9), making the attention
weights from the zcls to all regional tokens zi,

a(zi) =
e⟨qcls,ki⟩∑N
j=1 e

⟨qcls,kj⟩
, i = 1, . . . , N (10)

available for node sparsification. Since the class token is
used for video-level predictions, a(zi) quantifies the contri-
bution of feature zi to the main task. This implies that nodes
zi of low a(zi) are not informative and can be ignored [30].

Node pruning then reduces to keeping the N ′ = ⌈qN⌉
tokens of largest class attention

SV(Z; q) = {zi | i ∈ topk(a(Z), ⌈qN⌉)} (11)

where hyperparameter q denotes keep rate and topk(L,m)
selects the m largest entries of vector L. This procedure is
repeated multiple times throughout the video encoder (keep
rate q(l) at layer l), progressively reducing the length of in-
put sequences. Importantly, the pruning procedure is dy-
namic and ensures that semantically uninformative vertices
in the attention graph G are removed along with all edges
they are associated with.
Cross-modal sparsity. Node sparsification can be natu-
rally extended to video-language learning. For this, we
propose to extend the token selection mechanism discussed
above to a cross-modal setting, where video and text tokens
Zv,Zt are modeled jointly in a multimodal encoder. In this
case, we replace the query qcls of (10) with the class token
of text sequence q

(t)
cls , obtaining cross-modal attention

am(z
(v)
i ) =

e⟨q
(t)
cls ,k

(v)
i ⟩∑N

j=1 e
⟨q(t)

cls ,k
(v)
j ⟩

, i = 1, . . . , N (12)

and subsequently the token sparsification function

SM(Zv; q) = {z(v)i | i ∈ topk(am(Zv), ⌈qN⌉)} (13)

Multimodal node sparsity SM is applied on top of visual
sparsity SV . We expect cross-modal sparsification to create
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additional room for sparsity over standalone visual model-
ing. While the visual encoder can identify salient actors and
objects from background patches from the input clip, only
the text semantics provide direct guidance for the video-text
model to focus on regions relevant to the task of interest.

With node sparsity, the compute cost of subsequent
layers is improved to O(q2N2) using dense attention or
O(q(Kl + Kr)GN) with edge sparsity, and the reduction
accumulates with multiple sparse layers.

3.4. Hybrid Sparse Transformers
We propose to combine edge and node sparsity into a

unified framework, SViTT, as illustrated in Fig. 2. SViTT
is built on top of existing video-language transformer ar-
chitectures that combine separate video and text encoders
with a cross-modal transformer. The visual encoder blocks
perform sparse self-attention in the following steps:

• edge sparsification: given the random graph E of (7)-
(9) compute attention weights AE , using (5);

• node sparsification: select the nodes SV to retain, us-
ing (10)-(11) with keep rate q < 1).

After video and text embeddings zv, zt are derived from
their respective encoders, a multimodal transformer is ap-
plied to aggregate features across modalities. It follows the
design of the text encoder, except for a cross-attention mod-
ule that is applied after each self-attention block, where text
queries qt attends to key-value pairs kv,vv extracted by the
video encoder. The text-to-video attention of (12)-(13) is
then used to select the nodes SM to retain, further reducing
the number of video tokens for subsequent layers.

4. Temporal Sparse Expansion
In this section, we introduce a new training strategy for

SViTT. We motivate for progressive model training with
increasing clip length and sparsity in Sec. 4.1, and detail
our pretraining procedure in Sec. 4.2.

4.1. Sparsity vs. Clip Length
The key insight behind the design of SViTT is the di-

minishing return of clip length. In general, a 2× longer
sequence does not contain twice the semantic information
about the video, due to the redundancy of adjacent frames.
This leads to a lower percentage of informative patches with
denser frame sampling.

Due to this redundancy, it is possible to use higher spar-
sity for models with longer clips. This can be implemented
by reducing the keep rate q of node sparsification, and the
percentage of key/value blocks to attend to in edge spar-
sification (Kl/Nb,Kr/Nb). For the latter, since the total
number of blocks Nb = ⌈N/G⌉ increases with number of
frames T (assuming a fixed block size G), it suffices to keep
the parameters Kl,Kr constant.

Figure 3. Temporal Sparse Expansion. We propose a multi-stage
curriculum for training SViTT. At each stage, the node and edge
sparsity S of video-text transformer increases with clip length T .

4.2. Temporal Expansion
Pretraining video-text transformers on long clips is time-

consuming and leads to suboptimal models. Instead, we
follow a learning strategy similar to Frozen [4], where the
model is initially pretrained with shorter clips, and the num-
ber of frames increases as training progresses. However,
when expanding the clip length, we increase the model spar-
sity to simultaneously 1) account for the redundancy of in-
formation, and 2) limit the growth of computational cost.

Fig. 3 depicts the expansion process proposed for video-
text training. In the initial training stage j = 1, a dense
video-text model is pretrained on clip length T1. Denot-
ing the sparsity hyperparameters of SViTT at stage j by
Sj = (qj ,K

(j)
l ,K

(j)
r ), we create a learning curriculum with

progressively increasing clip length and sparsity, by enforc-
ing the constraints

T1 < T2 < . . . ; (14)
q1 > q2 > . . . ; (15)

K
(1)
l +K

(1)
r

T1
>

K
(2)
l +K

(2)
r

T2
> . . . (16)

In practice, we use a decreasing token keep rate (15) and
keep local and random attention block numbers fixed, i.e.
K

(j)
l = Kl and K

(j)
r = Kr, to satisfy (16).

5. Results
In this section we present experimental results of SViTT

on vision-language modeling. We briefly introduce the ex-
perimental setup in Sec. 5.1, and perform several ablation
studies on the design choices involving model sparsifica-
tion and training in Sec. 5.2. We then demonstrate the per-
formance of SViTT on various vision-language tasks in
Sec. 5.3 and include additional qualitative analysis.

5.1. Experimental Setup
Architecture. Our implementation of video-text trans-
former is based on Singularity [24]. The model has a two-
tower structure, with separate encoders for vision and lan-
guage. The video encoder fv is a 12-layer BEiT-B [5] ini-
tialized with ImageNet weights and inflated for video in-
puts. This differs from [24] which embeds each frame in-
dependently and applies late temporal fusion on extracted
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Attn. blocks Keep rate # Edges DiDeMo
Kl,Kr, G qv, qm (M) R1 R5 R10 Mean

— — 7.47 28.8 53.1 63.0 48.3

Edge sparsity

(1, 3, 56) — 2.14 20.7 41.7 50.5 37.6
(1, 5, 56) — 3.21 26.0 48.6 56.8 43.8

Node sparsity

— (0.7, 1) 3.99 26.9 51.9 61.3 46.7
— (0.7, 0.1) 3.97 27.6 53.1 62.9 47.9

Hybrid sparsity

(1, 3, 56) (0.7, 0.1) 1.48 19.9 40.5 50.6 37.0
(1, 5, 56) (0.7, 0.1) 2.22 24.5 47.6 58.6 43.6

Table 1. Ablation on Edge and Node Sparsity. We evaluate the
same dense video-text model under different sparsification modes.
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(a) Number of local / random blocks.
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(b) Attention block size.

Figure 4. Ablation on Edge Sparsity. We evaluate dense model
using different local/random blocks (Kl,Kr) and block size G.

features. The text encoder ft is a pretrained BERT [14]
model, whose last 3 layers are modified to implement the
multimodal encoder fm, with cross-modal attention based
on visual tokens as key-value pairs, which we sparsify as
described in Sec. 3.3.

Pre-training. SViTT is pre-trained on 2.5M video-text
pairs from the WebVid dataset [4]. Since our goal is to in-
vestigate how to improve the effectiveness of the temporal
learning of the video modality, we do not train with addi-
tional image-text corpora as done in [4, 18, 24].

The [cls] tokens of the video and text encoders are
first linearly projected to a joint embedding space, produc-
ing feature vectors zv = fv(xv) and zt = ft(xt), respec-
tively. Following prior work, we use the InfoNCE loss [40]
to align these feature vectors. The output of multimodal en-
coder y = fm(zv, zt) is optimized with video-text match-
ing (VTM) and masked language modeling (MLM) losses
commonly found in VLP literature [12, 18, 24, 27, 28].

Downstream tasks. Trained video-text models are eval-
uated on two multimodal tasks: Text-to-video retrieval
and video question answering. Video retrieval is evalu-
ated on MSR-VTT [51], DiDeMo [2], Charades [43] and
Something-Something v2 [20, 24], by top-K recalls (K ∈
{1, 5, 10}) and their numeric average. Question answering
is evaluated on MSRVTT-QA [49], ActivityNet-QA [10,54]
and AGQA [21], with top-1 accuracy of the answers.

Training details are given in the Appendix.

FLOPs Mem. DiDeMo
T Spars. (G) (GB) R1 R5 R10 Mean

Dense 139.9 0.96 28.8 53.1 63.0 48.3
Edge 135.9 0.80 28.3 51.9 61.4 47.2
Node 95.8 0.61 29.9 54.8 63.9 49.64

Hybrid 93.9 0.54 29.3 53.7 63.2 48.8

Dense 291.3 3.14 29.6 54.1 64.1 49.3
Edge 271.8 1.57 29.8 54.9 65.4 50.1
Node 197.6 1.77 30.4 55.7 66.0 50.78

Hybrid 166.4 0.92 31.0 57.2 66.3 51.5

Dense 627.8 10.66 Untrainable
Edge 543.6 3.02 31.6 55.1 64.6 50.5
Node 370.9 4.39 Untrainable16

Hybrid 296.2 1.57 31.4 57.3 67.8 52.2

Table 2. Ablation on Training Sparse Models. We compare the
zero-shot performance, inference GFLOPs, and training memory
(per sample) of sparse models to the dense attention baseline.

0.4 0.6 0.8 1

35

40

45

50

(a) Visual sparsification.

0 0.2 0.4 0.6 0.8 1

40

45

50

MSR-VTT

DiDeMo

(b) Multimodal sparsification.

Figure 5. Ablation on Node Sparsity. We evaluate the pre-trained
dense model using different keep rates q at test time.

5.2. Ablation Studies
We start by training a video-text transformer with clip

length of 4 frames and dense attention, and measure its zero-
shot performance on downstream tasks after sparsifying its
video encoder while keeping its weights unchanged.

Edge sparsification. We first apply edge sparsification
with different number of local blocks Kl, random blocks
Kr, and block size G. As shown in Fig. 4a, under a lim-
ited budget of 6 local or random attention blocks per query
token, using 1 local block and 5 random blocks provides
the best trade-off. Increasing the local attention window Kl

hurts long-term modeling capacity and degrades retrieval;
while removing the single local block responsible for di-
agonal attention also impairs performance. This suggests
that while query tokens should always attend to their respec-
tive blocks, there is no benefit in attending to neighboring
blocks. We thus fix Kl = 1 for the rest of experiments.

We next vary the block size G of sparse attention. Fig. 4b
shows that larger sizes have stronger retrieval performance,
as expected. However, they also make self-attention less
sparse (more costly to compute). G = 56 provides a good
balance between performance and complexity. Tab. 1 sum-
marizes the test performance of two edge sparsity configs:
(Kl,Kr, G) = (1, 3, 56) and (1, 5, 56). While both under-
perform the dense model, we will later demonstrate that the
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Frames Sparsity DiDeMo
T TS R1 R5 R10 Mean

4
4.80 28.0 50.7 59.2 46.0

10 → 4.80 29.3 53.7 63.2 48.8

8
8.91 27.3 51.4 63.8 47.5

4.80 → 8.91 31.0 57.2 66.3 51.5

16
16.96 27.5 52.4 63.2 47.7

4.80 → 8.91 → 16.96 31.4 57.3 67.8 52.2

Table 3. Ablation on Temporal Sparse Expansion. Sparsity TS

indicates training on T frames while removing S×100% attention
edges of dense transformer.

gap can be closed and even reversed by training the sparse
model with the proposed temporal expansion curriculum.

Node sparsification. We next incorporate node sparsity
into the video-text transformer. This includes visual sparsi-
fication (keep rate qv) using the self-attention of video en-
coder fv to progressively prune the input tokens3, and mul-
timodal sparsification (keep rate qm) using the text-to-video
attention of cross-modal encoder fm to further drop visual
tokens unrelated to the text query. Fig. 5a shows that the
dense model is quite robust to token pruning, even without
sparse training. Using visual keep rate qv ≥ 0.8 has min-
imal impact on test results, and performance only starts to
drop rapidly at qv = 0.5, at which point only 1/8 of input
tokens are retained after three rounds of sparsification.

Even more surprisingly, the subsequent multimodal spar-
sification step, using a keep rate of qm = 0.1, improves
zero-shot performance by 1%. This shows that the 90% re-
dundant visual tokens not only add unnecessary complexity
to the model, but also introduce noise that harms retrieval
performance. The fact that the optimal qm is much lower
than qv also suggests that text modality provides crucial se-
mantic guidance for identifying relevant visual patches, at a
much higher accuracy than visual modeling alone.

Hybrid sparsification. Combining the best sparse set-
tings for edges and nodes, we obtain the hybrid sparsi-
fication strategy for SViTT. As shown in Tab. 1, com-
pared to edge sparsity, the introduction of node sparsity
(qv = 0.7, qm = 0.1) only impacts recall scores marginally,
while saving computations on a large portion of visual to-
kens throughout the network.

Training sparse transformers. We next perform full pre-
training with the sparse models and compare their perfor-
mance and efficiency to the dense transformer baseline.
Tab. 2 summarizes the results obtained with different input
clip lengths and types of sparsity. At 4 frames, edge sparsity
has small benefit due to the relatively short sequence length
and node sparsity performs the best. However, at 8 frames,
we start to see clear advantages to edge sparsity in memory

3We follow [30] to prune visual tokens at layer #4, #7, and #10.

MSR-VTT DiDeMoMethod PT T R1 Mean R1 Mean

VideoCLIP [50] 100M — 10.4 20.9 16.6 —
Frozen [4] 5M 4 23.2 41.5 21.1 41.1
ALPRO [26] 5M 8 24.1 41.4 23.8 43.0
VIOLET [18] 5M 4 25.9 45.0 23.5 44.4
Singularity [24] 5M 1 28.4 46.0 36.9 55.8

1 21.1 38.7 23.3 40.8
4 24.4 40.0 26.4 44.1Singularity* 2M
8 24.3 41.0 25.8 45.5

Dense 26.0 43.6 29.6 49.3
SViTT Hybrid 2M 8 25.4 43.8 31.0 51.5

Table 4. Zero-shot Text-to-video Retrieval. Results reported in
prior works are marked in gray; * indicates our reproduced results.
PT = # video-text pairs for pre-training, T = # frames per clip.

complexity, and both edge and node sparsity outperform the
dense transformer baseline. Combining both types of spar-
sity performs the best, while only requiring 60% the FLOPs
and 30% the memory of the dense model. At 16 frames, the
dense and node sparsity models are no longer trainable due
to their quadratically increasing cost. The models with edge
sparsity, however, are able to fit into GPU memory thanks
to the linear complexity from sparse attention. A 16-frame
SViTTwith hybrid sparsity requires similar computation to
an 8-frame dense model and only half of its training mem-
ory, while achieving 3% higher recall.

Progressive training. We next study the impact of tem-
poral sparse expansion on the training of SViTT models
on longer clips. Tab. 3 compares the performance of mod-
els trained using temporal expansion (i.e. initialized from
checkpoints pretrained on fewer frames and lower sparsity)
to standard single-stage training. For single-stage train-
ing, performance does not improve substantially with clip
length. This is in contrast to the proposed sparse expan-
sion, where using 8 instead or 4 frames results in a gain of
2.7%. This suggests that the models have learned to ex-
ploit the temporal relationships between video frames. For
a given clip length, sparse expansion also substantially im-
proves upon single stage performance, from 2.8 points for
T = 4 to 4.5 points for T = 16. In fact, sparse expansion
training with a shorter clip length (e.g. 4 frames) can outper-
form single stage training with a larger length (16 frames).

5.3. Main Results
We compare SViTT to state-of-the-art models in text-to-

video retrieval and video question answering.

Text-to-video retrieval. Video-text retrieval is evaluated
under zero-shot and fine-tuning settings. Tab. 4 shows
the zero-shot results on MSR-VTT and DiDeMo. Com-
pared to our reproduced models of Singularity on WebVid-
2M, which aggregate frame-level features using a tem-
poral transformer encoder, the spatiotemporal transformer
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A person is in a living room playing with a book and flipping through the pages, they then leave out the door.

Input Visual,  Cross-modal,  

Figure 6. Qualitative Results. SViTT isolates informative regions from background patches to facilitate efficient temporal reasoning.

Charades SSv2Method PT T R1 Mean R1 Mean

Frozen [4] 5M 32 11.9 25.1 — —
CLIP4Clip [35] 400M 12 13.9 27.1 43.1 65.1
ECLIPSE [31] 400M 32 15.7 30.3 — —
MKTVR† [36] 400M 42 16.6 34.7 — —

1 — — 36.4 58.9Singularity [24] 5M 4 — — 44.1 66.6

Dense 16.0 32.7 43.6 66.1
SViTT Hybrid 2M 8 17.7 35.7 49.8 69.3

Table 5. Text-to-video Retrieval with Fine-tuning.

Method PT T MSRVTT ANet AGQA

HME [17] 20 33.0 — 47.7
HCRN [23] — 128 35.5 — 47.4
ClipBERT [25] 0.2M 16 37.4 — —
ALPRO [26] 5M 16 42.1 — —
Just Ask [52] 69M 640 41.5 38.9 —
MERLOT [56] 180M 5 43.1 41.4 —
VIOLET [18] 185M 4 43.9 — 49.2
Singularity [24] 5M 1 42.7 41.8 —

Dense 42.7 42.3 50.2
SViTT Hybrid 2M 8 43.0 43.2 52.7

Table 6. Video Question Answering.

of SViTT produces stronger results on both downstream
datasets. This highlights the importance of temporal model-
ing in earlier layers of video-text transformers. SViTTwith
hybrid sparsity has similar performance to the dense model
on MSR-VTT but significantly outperforms in on DiDeMo,
which contains longer videos with localized activities.

For Charades and SSv2, we evaluate text-to-video re-
trieval with fine-tuning, as shown in Tab. 5. Both datasets
are action-centric, posing a greater challenge to the tem-
poral reasoning of video-text models. SViTT with hybrid
sparsification dominates the dense variant by ∼ 3% on both
datasets, a more substantial gap than observed for MSR-
VTT and DiDeMo. This confirms our hypothesis that ex-
ploiting node and edge sparsity reduces the dependency of
models on contextual regions, forcing them to focus on the
temporal dynamics of person and objects in the foreground.

Video question answering. We next evaluate the cross-
modal modeling of SViTT on MSRVTT-QA, ActivityNet-

QA and AGQA. As shown in Tab. 6, the hybrid sparsity
version of SViTT outperforms the dense transformer base-
line on all three datasets, thanks to its more efficient tem-
poral modeling. On MSRVTT-QA, the accuracy gap is
small between dense and sparse transformer (0.3%), and
SViTTmarginally underperforms baselines pretrained with
fewer number of frames (MERLOT [56], VIOLET [18]).
This is likely due to the nature of MSRVTT, which con-
sists of short video clips and questions biased towards spa-
tial cues, allowing temporal modeling little benefit over spa-
tial transformers pretrained on massive image & video data.
On ActivityNet-QA and AGQA, which both contain longer
clips and temporally challenging questions, the sparse mod-
eling of SViTT proves advantageous, with 0.9% and 2.3%
boost in accuracy respectively, beating all baseline methods.

Qualitative analysis. To show how SViTT efficiently
identifies and concentrates its computation on informative
spatiotemporal regions of the input clips, we visualize the
outcome of node sparsification in Fig. 6. Using visual spar-
sification in video encoder fv , SViTT learns to isolate fore-
ground entities from the majority of background patches,
enabling the model to perform sparse video-text inference
on longer temporal context. Cross-modal attention in mul-
timodal encoder fm provides an even stronger signal for
isolating the regions of interest of each video clip, validat-
ing the importance of text semantics in visual sparsification.

6. Conclusion
This work introduced SViTT, a sparse video-text trans-

former for efficient reasoning over a long temporal context.
By interpreting visual transformers as graph networks, we
proposed to optimize their edge and node sparsity, using a
combination of sparse block attention, visual token prun-
ing and text-guided token selection. We further introduced
a temporal expansion strategy for training SViTT, which
aims to gradually increase model sparsity with clip length.
SViTT showed strong performance and efficiency com-
pared to dense transformers, with a larger gap when frame
number increases. On video retrieval and question answer-
ing benchmarks, SViTT achieved state-of-the-art results
using only video data, without extra image-text pretraining.
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