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Abstract

Scale is the primary factor for building a powerful foun-
dation model that could well generalize to a variety of
downstream tasks. However, it is still challenging to train
video foundation models with billions of parameters. This
paper shows that video masked autoencoder (VideoMAE)
is a scalable and general self-supervised pre-trainer for
building video foundation models. We scale the VideoMAE
in both model and data with a core design. Specifically, we
present a dual masking strategy for efficient pre-training,
with an encoder operating on a subset of video tokens
and a decoder processing another subset of video tokens.
Although VideoMAE is very efficient due to high masking
ratio in encoder, masking decoder can still further reduce
the overall computational cost. This enables the efficient
pre-training of billion-level models in video. We also use
a progressive training paradigm that involves an initial
pre-training on a diverse multi-sourced unlabeled dataset,
followed by a post-pre-training on a mixed labeled dataset.
Finally, we successfully train a video ViT model with a
billion parameters, which achieves a new state-of-the-art
performance on the datasets of Kinetics (90.0% on K400
and 89.9% on K600) and Something-Something (68.7% on
VI and 77.0% on V2). In addition, we extensively verify the
pre-trained video ViT models on a variety of downstream
tasks, demonstrating its effectiveness as a general video
representation learner.

1. Introduction

Effectively pre-training large foundation models [5] on
huge amounts of data is becoming a successful paradigm in
learning generic representations for multiple data modali-
ties (e.g., language [6, 1 6], audio [13,50], image [3,22,79],
video [18, 63, 76], vision-language [27, 55]). These foun-
dation models could be easily adapted to a wide range
of downstream tasks through zero-shot recognition, linear
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Figure 1. VideoMAE with dual masking. To improve the overall
efficiency of computation and memory in video masked autoen-
coding, we propose to mask the decoder as well and devise the
dual masking strategy. Like encoder, we also apply a masking map
to the deocoder and simply reconstruct a subset of pixel cubes se-
lected by the running cell masking. The final reconstruction loss
only applies for the invisible tokens dropped by the encoder.

probe, prompt tuning, or fine tuning. Compared with the
specialized model to a single task, they exhibit excellent
generalization capabilities and have become the main driv-
ing force for advancing many areas in Al

For vision research, many efforts have been devoted
to developing effective pre-trained models. Among them,
Transformer [65] with masked autoencoding [16] is be-
coming a conceptually simple yet effective self-supervised
visual learner (e.g., BEIiT [3], SimMIM [79], MAE [22]
for images, and MaskFeat [76], VidleoMAE [63], MAE-
ST [18] for videos). Meanwhile, based on the results in
language models [6], scaling model capacity and data size
is an important ingredients for its remarkable performance
improvement. However, for pre-trained vision models, very
few work [44] has tried to scale up this masked autoencoder
pre-training to the billion-level models in image domain,
partially due to the high data dimension and the high com-
putational overhead. This issue is even more serious for
scaling up video masked autoencoder pre-training owning
to its extra time dimension and strong temporal variations.

Following the promising findings in languages and im-
ages, we aim to study the scaling property of video
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masked autoencoder (VideoMAE), and push its perfor-
mance limit on a variety of video downstream tasks. We
scale VideoMAE in both model and data. For model scal-
ing, we try to instantiate the VideoMAE with vision trans-
former (ViT) [17] having billion-level parameters (e.g., ViT-
g [84]), and for data scaling, we hope to increase the pre-
training dataset size to million-level to fully unleash the
power of billion-level ViT model. However, to successfully
train giant VideoMAE on such huge amounts of data and
achieve impressive improvements on all considered down-
stream tasks, we still need to carefully address a few issues.

First, we find computational cost and memory consump-
tion is the bottleneck of scaling VideoMAE on the current
GPUs with limited memory. Although VideoMAE [63] has
improved its pre-training efficiency and reduced its mem-
ory consumption by employing the efficient asymmetric
encoder-decoder architecture [22] (i.e., dropping large num-
bers of tokens in encoder), it still fails to well support the
billion-level video transformer pre-training. It takes more
than two weeks to pre-train a ViT-g model with VideoMAE
on 64 A100 GPUs. To further improve its pre-training ef-
ficiency, we find video data redundancy can be used to not
only mask a high portion of cubes in the encoder, but also
drop some cubes in the decoder. This solution yields higher
pre-training efficiency and creates a similarly challenging
and meaningful self-supervised task. In practice, it will in-
crease the pre-training batchsize and reduce the pre-training
time by a third with almost no performance drop.

Second, MAE is still demanding for large data [80] and
billion-level video transformer tends to overfit on relatively
small data. Unlike images, the existing public video dataset
is much smaller. For example, there are only 0.24M videos
in the Kinetics400 dataset [28], while the ImageNet-22k
dataset [15] has 14.2M images, let alone those publicly in-
accessible image datasets such as JFT-3B [84]. Therefore,
we need to come up with new ways to build a larger video
pre-training dataset to well support the billion-level video
transformer pre-training. We show that simply mixing the
video datasets from multiple resources could produce an ef-
fective and diverse pre-training dataset for VideoMAE and
improve its downstream performance of pre-trained models.

Finally, it is still unknown how to adapt the billion-
level pre-trained model by VideoMAE. Masked autoencod-
ing is expected to learn invariant features that provide a fa-
vored initialization for vision transformer fine-tuning [30].
However, directly fine-tuning billion-level pre-trained mod-
els on a relatively small video dataset (e.g., 0.24M videos)
might be suboptimal, as the limited labeled samples might
lead to overfitting issue in fine-tuning. In fact, in image
domain, the intermediate fine-tuning technique [3, 44] has
been employed to boost the performance of masked pre-
trained models. We show that collecting multiple labeled
video datasets and building a supervised hybrid dataset can

act as a bridge between the large-scale unsupervised dataset
and the small-scale downstream target dataset. Progressive
fine-tuning of the pre-trained models through this labeled
hybrid dataset could contribute to higher performance in the
downstream tasks.

Based on the above analysis, we present a simple and
efficient way to scale VideoMAE to billion-level ViT mod-
els on a dataset containing million-level pre-training videos.
Our technical improvement is to introduce the dual mask-
ing strategy for masked autoencoder pipeline as shown in
Figure 1. In addition to the masking operation in en-
coder, we propose to mask decoder as well based on the
data redundancy prior in video. With this dual-masked
VideoMAE, we follow the intermediate fine-tuning in im-
ages [3,44], and use a progressive training pipeline to per-
form the video masked pre-training on the million-level un-
labeled video dataset and then post-pre-training on the la-
beled hybrid dataset. These core designs contribute to an ef-
ficient billion-level video autoencoding framework, termed
as VideoMAE V2. Within this framework, we successfully
train the first video transformer model with one billion pa-
rameters, which attains a new state-of-the-art performance
on a variety of downstream tasks, including action recog-

nition [20, 28,32, 57], spatial action detection [21,34], and
temporal action detection [26,43].
2. Related Work

Vision foundation models. The term of foundation model
was invented in [5]. It refers to those powerful models that
are pre-trained on broad data and can be adapted to a wide
range of downstream tasks. Early research works in vision
focused on pre-training CNNs [33] or Transformers [65] on
large-scale labeled datasets such as ImageNet-1k [24, 31],
ImageNet-22k [45, 73], and JFT [84]. Some recent works
tried to perform unsupervised pre-training using contrastive
learning [10,23,77] or siamese learning [ 1]. Meanwhile,
following the success in NLP [0, 16], masked autoencoding
was also introduced to pre-train image foundation models in
a self-supervised manner, such as BEiT [3], SimMIM [79],
and MAE [22]. Some vision-language pre-trained models,
such as CLIP [55] and ALIGN [27], were also proposed
by learning from the alignment between images and text on
web-scale and noisy samples. These VL foundation models
have shown excellent performance on zero-shot transfer.
Concerning video foundation models, their progress lags
behind images, partially due to the relatively smaller video
datasets and higher complexity of video modeling. Since
the introduction of Kinetics benchmarks [28], some su-
pervised pre-trained models on it have been transferred
to small-scale datasets for action recognition, such as 2D
CNNs (TSN [71], TSM [40], TANet [48], TDN [70]),
3D CNNs (I3D [7], R2+1)D [64], ARTNet [69], Slow-
Fast [19]), Transformer (TimeSformer [4], Video Swin [47],
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UniFormer [35]). Recently, some self-supervised video
models are developed based on masked autoencoding such
as BEVT [72], MaskedFeat [76], VideoMAE [63], and
MAE-ST [18] by directly extending these image masked
modeling frameworks. However, these video foundation
models often limit in their pre-training data size and model
scale. More importantly, their downstream tasks have a nar-
row focus on action recognition, without consideration of
other video tasks such as temporal action localization.

Masked visual modeling. Early works treated masking in
denoised autoencoders [66] or context inpainting [52]. In-
spired by the great success in NLP [0, 16], iGPT [9] op-
erated pixel sequences for prediction and ViT [17] investi-
gated the masked token prediction for self-supervised pre-
training. Recently, there has been a surge of research into
Transformer-based architectures for masked visual model-
ing [3,18,22,63,72,76,79]. BEIT [3], BEVT [72], and
VIMPAC [60] learned visual representations by predicting
discrete tokens. MAE [22] and SimMIM [79] directly per-
formed pixel masking and reconstruction for pre-training
without discrete token representation. MaskFeat [76] recon-
structed the HOG [14] features of masked tokens to perform
self-supervised pre-training in videos. VideoMAE [63] and
MAE-ST [ 18] extended MAE [22] to video domain for self-
supervised video pre-training and achieved impressive per-
formance on action recognition.

Vision model scaling. Many works tried to scale up CNNs
to improve recognition performance [24, 56, 59]. Efficient-
Net [62] presented a scaling strategy to balance depth,
width, and resolution for CNN design. Several works [25,

,49] tried to train much larger CNNs to obtain excel-
lent performance by enlarging model capacities and train-
ing data size. Recently, a few works [44, 84] tried to scale
up the vision transformer to the billion-level models with
large-scale supervised pre-training on JFT-3B [84] or self-
supervised pre-training on IN-22K-ext-70M [44]. Video-
MAE [63] and MAE-ST [18] have trained the huge video
transformer with millions of parameters. MAE-ST [ 18] also
tried the MAE pre-training on 1M IG-uncurated clips but
failed to obtain better performance on Kinetics than small-
scale pre-training. We are the first work to train video trans-
former with billion-level parameters.

3. VideoMAE V2

In this section, we first revisit VidleoMAE and analyze
its property. Then we present the dual masking strategy for
the efficient training of VideoMAE. Finally, we present the
scaling details of VideoMAE for large-scale pre-training.

3.1. VideoMAE Revisited

We scale the video masked autoencoder (VideoMAE)
due to its simplicity and high performance. VideoMAE

processes the downsampled frames I € REXT>XHXW from
a clip with stride 7, and uses the cube embedding ®.,,;
to transform the frames into a sequence of tokens. Then,
it designs a customized tube masking strategy to drop to-
kens with an extremely high ratio p (e.g., 90%). Finally,
the unmasked tokens are fed into a video autoencoder
(Penc, Pec) for reconstructing the masked pixels. Specif-
ically, VideoMAE is composed of three core components:
cube embedding, encoder, and decoder. First, cube embed-
ding encodes the local spatiotemporal features and builds
the token list: T = @, (1), where T = {T;}Y, is the
token sequence, 7; is the token produced by the embed-
ding layer and then added with positional embedding, and
N is the total token number. Then the encoder simply op-
erates on the unmasked tokens T" with a vanilla ViT of
joint space-time attention: Z = ®.,,.(T*), where T rep-
resents the unmasked visible tokens T* = {T} };c(1-m(p))»
M(p) is the masking map, and its token length N¢ is equal
to 0.1NV. Finally, the decoder takes the combined tokens
Z¢ as inputs and performs reconstruction with another ViT:
I= D 4ec(Z€), where the combined tokens Z€ is the con-
catenated sequence of encoded token features Z and the
learnable masked tokens [MASK] (with position embed-
dings), and its token length N is equal to the original to-
ken number N. The loss function is the mean squared error
(MSE) loss between the normalized masked pixels and the
reconstructed pixels: £ = ﬁv Diem(p) L — L2

Computational cost analysis. High efficiency is an im-
portant characteristic of masked autoencoder. VideoMAE
employs an asymmetric encoder-decoder architecture [22],
where token sequence length of encoder is only one-tenth
of decoder (i.e. N¢ = 0.1N?). This smaller encoder in-
put contributes to more efficient pre-training pipeline com-
pared with other masked autoencoding frameworks [3, 79].
However, when scaling VideoMAE in both depth and width
(channels) to a billion-level model, the overall computation
and memory consumption is still the bottleneck for the cur-
rent available GPUs with limited memory. Therefore, the
current asymmetric encoder-decoder architecture needs to
be further improved for scaling VideoMAE.

3.2. Dual Masking for VideoMAE

To better enable large-scale VideoMAE pre-training un-
der a limited computational budget, we present a dual mask-
ing scheme to further improve its pre-training efficiency. As
shown in Figure 1, our dual masking scheme generates two
masking maps M, = M, (p°) and My = Mgy(p?) with
two different masking generation strategies and masking ra-
tios. These two masking maps M, and M; are for encoder
and decoder, respectively. Like VideoMAE, our encoder
operates on the partial and visible tokens under the encoder
mask M., and maps the observed tokens into latent feature
representations. But unlike VideoMAE, our decoder takes
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inputs from the encoder visible tokens and part of the re-
maining tokens visible under the decoder mask M. In this
sense, we use the decoder mask to reduce the decoder input
length for high efficiency yet attain similar information to
the full reconstruction. Our decoder maps the latent features
and the remaining incomplete tokens into the pixel values at
the corresponding locations. The supervision only applies
to the decoder output tokens invisible to the encoder. We
will detail the design next.

Masking decoder. As analyzed in Section 3.1, the decoder
of VideoMAE is still inefficient as it needs to process all
the cubes in videos. Thus, we further explore the prior of
data redundancy in the decoder and propose the strategy
of masking decoder. Our idea is mainly inspired by the
recent efficient action recognition transformer [54], which
only uses a small portion of tokens to achieve similar per-
formance. It implies data redundancy exists in inference,
which applies for our reconstruction target as well.

Our dual masking strategy is composed of encoder mask-
ing M. and decoder masking M,. The encoder masking
is the random tube masking with an extremely high ratio,
which is the same as the original VideoMAE. For decoder
masking, our objective is opposite to encoder masking. The
tube masking in encoder tries to relieve the issue of “infor-
mation leakage” caused by temporal correlation. In con-
trast, in decoder masking, we need to encourage “informa-
tion complement” to ensure minimal information loss in this
partial reconstruction. In this sense, we need to select as
diverse cubes as possible to cover the whole video informa-
tion. In the implementation, we compare different mask-
ing strategies and eventually choose the running cell mask-
ing [54]. With this decoder masking map M !, we reduce
the decoder input length to improve efficiency.

VideoMAE with dual masking. Our improved VideoMAE
shares the same cube embedding and encoder with the orig-
inal VideoMAE as described in Section 3.1. For decoder, it
processes the combined tokens of encoder output and part
the remaining visible tokens under the decoder mask M.
Specifically, the combined sequence is defined as:

Z°=7ZU{M,}icm,, 9]

where Z is the latent representation from encoder, M; is
the learnable masking token with corresponding positional
embedding. With this combined token sequence Z¢, our de-
coder only reconstructs the visible tokens under the decoder
mask. The final MSE loss is computed between the normal-
ized masked pixels I and the reconstructed ones I over the
decoder visible cubes:

1 : g2
fzm > L-TL 2
1EMgNM

IFor a clear presentation, unlike encoder, we use this masking map to
denote the kept and visible tokens in decoder input.

3.3. Scaling VideoMAE

Model scaling. Model scale is the primary force in obtain-
ing excellent performance. Following the original Video-
MAE, we use the vanilla ViT [17] as the backbone due to
its simplicity. According to the scaling law of ViT [84], we
build VideoMAE encoder with backbones of different ca-
pacities ranging from ViT-B, ViT-L, ViT-H, to ViT-g. Note
that ViT-g is a large model with billion-level parameters
and has never been explored in video domain. Its perfor-
mance with masked autoencoding for video representation
learning is still unknown to the community. More details
on these backbone designs could be referred to [84]. For
decoder design, we use relatively shallow and lightweight
backbones [22, 63] with fewer layers and channels. In addi-
tion, we apply our dual masking strategy to further reduce
computational cost and memory consumption. More details
on the decoder design could be found in the appendix.

Data scaling. Data scale is another important factor that in-
fluences the performance of VideoMAE pre-training. The
original VideoMAE simply pre-train the ViT models on
relatively small-scale datasets by emphasizing its data ef-
ficiency. In addition, they require to pre-train the individual
models specific to each dataset (i.e., Something-Something
and Kinetics datasets have different pre-trained models). In
contrast, we aim to learn a universal pre-trained model that
could be transferred to different downstream tasks. To this
end, we try to increase the pre-training video samples to
a million-level size and aim to understand the data scaling
property for VideoMAE pre-training. Data diversity is im-
portant for learning general video representations. There-
fore, we build an unlabeled hybrid video dataset covering
videos from General Webs, Youtube, Instagram, Movies,
and Manual Recordings. We collect videos from the pub-
lic datasets of Kinetics, Something-Something, AVA, Web-
Vid, and uncurated videos crawled from Instagram. In total,
there are 1.35M clips in our unlabeled mixed dataset. Note
that pre-training video transformer on a such large-scale
and diverse dataset is rare in previous works and it still re-
mains unknown the influence of data scale and diversity on
VideoMAE pre-training. More details on our dataset could
be found in the appendix.

Progressive training. Transferring scheme is an impor-
tant step to adapt the pre-trained large video transformers
to the downstream tasks. The masked autoencoder pre-
training is expected to learn some invariant features and can
provide a favored initialization for vision transformer fine-
tuning [30]. The original VideoMAE directly fine-tunes the
pre-trained models on the target dataset only with its corre-
sponding supervision. This direct adapting strategy might
fail to fully unleash the power of large pre-trained video
transformer due to limited supervision. Instead, in order to
relieve the overfitting risk, we argue that we should lever-
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age the semantic supervision signals from multiple sources
in multiple stages to gradually adapt the pre-trained video
transformers to downstream tasks. Accordingly, following
the intermediate fine-tuning in images [3,44], we devise a
progressive training pipeline for the whole training process
of billion-level video transformers. First, we conduct un-
supervised pre-training with masked autoencoding on the
unlabeled hybrid video dataset. Then, we build a labeled
hybrid dataset by collecting and aligning multiple existing
supervised datasets with labels. We perform the supervised
post-pre-training stage on this labeled hybrid dataset to in-
corporate the semantics from multiple sources into the pre-
vious pre-trained video transformers. Finally, we perform
the specific fine-tuning stage on the target dataset to transfer
the general semantics to the task-centric knowledge.

Based on the above designs of dual masking, data scal-
ing, and progressive training, we implement a simple and
efficient masked autoencoding framework with a billion-
level ViT backbone, termed as VideoMAE V2. With this new
framework, we successfully train the first billion-level video
transformer and push the vanilla ViT performance limit on
a variety of video downstream tasks, including video action
recognition, action detection, and temporal action detection.

4. Experiments

4.1. Implementation and Downstream Tasks

Model. We conduct investigations on the VideoMAE V2
by scaling its model capacity and pre-training data size.
We scale the backbone network from the existing huge
ViT model (ViT-H) to the giant ViT model (ViT-g) [84].
The ViT-g has a smaller patch size (14), more encoder
blocks (40), a higher dimension of cube embedding and
self-attention (1408), and more attention heads (16). It has
1,011M parameters. More details could be referred to [84].

Data. To well support the billion-level ViT model pre-
training, we build two large-scale video datasets for our pro-
posed progressive training. For self-supervised pre-training
of VideoMAE V2, we build a million-level unlabeled video
dataset by collecting clips from multiple resources such
as Movie, Youtube, Instagram, General Webs, and man-
ual recordings from scripts, and the dataset is termed as
UnlabeledHybrid. Specifically, our dataset is built by sim-
ply selecting videos from the public available datasets of
Kinetics [28], Something-Something [20], AVA [21], We-
bVid2M [2], and our own crawled Instagram dataset. In
total, there are around 1.35M clips in our mixed dataset and
this is the largest dataset ever used for video masked au-
toencoding. For supervised post-pre-training, we collect the
larger video dataset with human annotations, termed as La-
beledHybrid. Following [36], we take the union of different
versions of Kinetics datasets (K400, K600, K700) by align-
ing their label semantics and removing the duplicate videos

with the validation sets. This labeled hybrid dataset has 710
categories and 0.66M clips. We pre-train our video trans-
former model on these two datasets and then transfer them
to the downstream tasks as detailed next. More details on
these pre-training datasets could be found in the appendix.

Tasks. To verify the generalization ability of VideoMAE
V2 pre-trained ViTs as video foundation models, we trans-
fer their representations to a variety of downstream tasks.

Video Action Classification. Action classification is the
most common task in video understanding. Its objec-
tive is to classify each trimmed clip into a predefined ac-
tion class and evaluated the average accuracy over action
classes. According to the original VideoMAE [63], we per-
form detailed analysis on this task to investigate the prop-
erty of scaling video masked autoencoding. In experiments,
we choose four datasets to report its performance: Kinet-
ics [28], Something-Something [20], UCF101 [57], and
HMDBS1 [32]. Kinetics and Something-Something are two
large-scale action recognition datasets and have their own
unique property for action recognition, where Kinetics con-
tains appearance-centric action classes while Something-
Something focuses on motion-centric action understanding.
UCF101 and HMDBS51 are two relatively small datasets
and suitable to verify the transfer performance of large pre-
trained models as shown in the appendix.

Spatial Action Detection. Action detection is an impor-
tant task in video understanding, and it aims to recognize
all action instances and localize them in space. This task is
more challenging than action classification as it deals with
more fine-grained action classes and needs to capture de-
tailed structure information to discriminate co-occurring ac-
tion classes. In experiments, we choose two action detec-
tion benchmarks to illustrate the effectiveness of our pre-
trained models by VideoMAE V2, namely AVA [21] and
AVA-Kinetics [34]. AVA contains the box annotations and
their corresponding action labels on keyframes (could be
more than one label for each human box). The annotations
are done at 1FPS over 80 atomic classes. AVA-Kinetics in-
troduces the AVA style annotations to the Kinetics dataset
and a single frame of selected video from Kinetics is anno-
tated with AVA labels. The evaluation metric is frame-level
Average Precision (mAP) under the IoU threshold of 0.5.

Temporal Action Detection. Temporal action detection
is an important task in long-form video understanding. Its
goal is to recognize all action instances in an untrimmed
video and localize their temporal extent (starting and end-
ing timestamps). Unlike spatial action detection, tempo-
ral action localization aims to focus on precise temporal
boundary localization. Intuitively, in addition to capturing
semantic information for recognition, the pre-trained mod-
els should be able to effectively model the temporal evolu-
tion of features to detect action boundaries. In experiments,
we choose two temporal action detection benchmarks to
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Decoder Masking p¢ Top-1 FLOPs
None 0% 70.28 35.48G
Frame 50% 69.76 25.87G

Random 50% 64.87 25.87G
Running cell ! 50% 66.74 25.87G
Running cell 2 25% 70.22 31.63G
Running cell 2 50% 70.15 25.87G
Running cell 2 75% 70.01 21.06G

Table 1. Ablation study on the decoder masking strategies. Ex-
periments are conducted with ViT-B by pre-training on SSv2 with
800 epochs. “None” refers to the original VideoMAE without de-
coder masking. We use a better fine-tuning setting than the origi-
nal VideoMAE. ! Loss computed over all decoder output tokens.
2 Loss computed over only decoder output tokens invisible to en-
coder. The default setting for VideoMAE v2 is colored in gray .

evaluate the performance of our pre-trained video models:
THUMOSI14 [43] and FineAction [43]. THUMOSI14 is a
relatively small and well labeled temporal action detection
dataset, that has been widely used by the previous meth-
ods. It only includes sports action classes on this dataset.
FineAction is a new large-scale temporal action dataset with
fine-grained action class definitions. The evaluation metric
is the average mAP under different tloU thresholds.

4.2. Main Results

We first conduct the experimental study on the core de-
signs of our VideoMAE V2 pre-training framework. We
report the fine-tuning action recognition accuracy on the
datasets of Kinetics-400 and Something-Something (Sth-
Sth) V2. Implementation details about the pre-training and
fine-tuning could be found in the appendix.

Results on dual masking. We first perform an ablation
study on the decoder masking strategy. In this study, we
use the ViT-B as the backbone and the pre-training is per-
formed on the Sth-Sth V2 dataset with 800 epochs. The re-
sults are evaluated with the fine-tuning accuracy on the Sth-
Sth V2 and reported in Table 1. We first re-implement the
original VideoMAE without decoder masking and achieve
slightly better performance (70.28% vs. 69.6% Top-1 acc.).
Then, we try two masking alternatives in decoder: frame
masking and random masking. For frame masking, we only
reconstruct half of the frames in the decoder, and for ran-
dom masking, we stochastically drop half of the cubes in
the decoder for reconstruction. These two alternatives per-
form worse than the original VideoMAE. Finally, we ap-
ply the running cell masking to select a subset of represen-
tative cubes for reconstruction. In this setting, we apply
loss functions computed over all decoder output tokens or
only encoder-invisible tokens. Agreed with the results in
MAE and VideoMAE, the loss on all tokens performs worse
partially due to information leakage of these visible tokens
from encoder. The running cell masking scheme performs
on par with the original result (70.28% vs. 70.15% top-1

acc.). We also ablates the decoder masking ratio and 50%
keeps a good trade-off between accuracy and efficiency.

In Table 2, we report the computational cost (FLOPs),
memory consumption (Mems), and per-epoch running time
(Time) of dual masking, and compare with the original
encoder-only masking in VideoMAE. In this comparison,
we use a lightweight decoder only with 4 transformer blocks
(channel 384 for ViT-B and 512 for ViT-g). Our dual
masking can further improve the computational efficiency
of the original asymmetric encoder-decoder architecture in
MAE [22]. For memory consumption, we can reduce al-
most half of the overall memory of feature maps, and this
is particularly important for pre-training billion-level video
transformer under the available GPUs of limited memory.

Results on data scaling. We study the influence of pre-
training data size on the VideoMAE V2 pre-training. In this
experiment, we pre-train the video models with backbones
from ViT-B, ViT-L, ViT-H, to ViT-g on our built Unlabeled-
Hybrid dataset with around 1.35M videos. The fine-tuning
accuracy is shown in Table 3 on the Kinetics-400 and Ta-
ble 4 on the Sth-Sth V2. We first compare our performance
with the original VideoMAE pre-training. We find that for
all backbones, our large-scale pre-training obtains better
performance than the original VideoMAE pre-trained on the
small-scale datasets of Kinetics-400 or Sth-Sth V2. Mean-
while, we see that the performance gap between two pre-
training data datasets becomes more evident as the modal
capacity scales up. In particular, on the Sth-Sth V2 dataset,
our pre-trained ViT-H outperforms the original VideoMAE
by 2.0%. It implies that data scale is also important for
video masked autoencoding. Meanwhile, we compare with
MAE-ST of IG-uncurated pre-training (1M clips). With the
same ViT-L backbone, our pre-trained model outperforms
it by 1% on the Kinetics-400 dataset. This result shows that
data quality and diversity might be another important factor.

Results on model scaling. We study the performance trend
with different model capacities. We compare the fine-tuning
performance of pre-trained models with ViT-B, ViT-L, ViT-
H, and ViT-g as shown in Table 3 and Table 4. Vit-g is the
first billion-level model pre-trained in video domain. We
obtain consistent performance improvement with increas-
ing model capacity. For all compared pre-training meth-
ods, the performance improvement from ViT-B to ViT-L is
more obvious, while the improvement from ViT-L to ViT-H
is much smaller. We further scale up the model capacity to
ViT-g architecture. We can still boost the fine-tuning per-
formance further on these two benchmarks with a smaller
improvement. We also notice that the performance gap be-
tween huge and giant model is very small (0.1%-0.2%) in
images [80]. We analyze the performance seems to saturate
around 87.0 on the Kinetics-400 and 77.0 on the Sth-Sth V2
for methods without using any extra labeled data.
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Masking \ Backbone pre-training dataset FLOPs Mems Time Speedup Top-1
Encoder masking ViT-B Something-Something V2 35.48G 631M 28.4h - 70.28
Dual masking ViT-B Something-Something V2 25.87G 328M 15.9h 1.79x 70.15
Encoder masking ViT-g UnlabeledHybrid 263.93G 1753M 356h! - -
Dual masking ViT-g UnlabeledHybrid 241.61G 1050M 241h 1.48x 77.00

Table 2. Comparison between dual masking and encoder-only masking. We report the computational cost, memory consumption,
and running time for comparison. We perform experiments with backbones (ViT-B and ViT-g) and pre-training on two scales of datasets
(Sth-Sth V2 and UnlabeledHybrid). Time is for 1200 epochs on 64 GPUs. ! is estimated by training 5 epochs.

method ‘ pre-train data data size epoch ViT-B ViT-L ViT-H ViT-g
MAE-ST [18] Kinetics400 0.24M 1600 81.3 84.8 85.1 -
MAE-ST [18] IG-uncurated M 1600 - 84.4 - -
VideoMAE V1 [63] Kinetics400 0.24M 1600 81.5 85.2 86.6 -
VideoMAE V2 UnlabeledHybrid 1.35M 1200 81.5 (77.0) 85.4 (81.3) 86.9 (83.2) 87.2 (83.9)
AAcc. with V1 - - - + 0% +0.2% +0.3% -

Table 3. Results on the Kinetics-400 dataset. We scale the pre-training of VideoMAE V2 to billion-level ViT-g model with million-level
data size. We report the fine-tuning accuracy of multiple view fusion (5x3) and single view results in the bracket. All models are pre-
trained and fine-tuned at the input of 16x224 %224 and sampling stride 7 = 4.

method \ pre-train data data size epoch ViT-B ViT-L ViT-H ViT-g
MAE-ST [18] Kinetics400 0.24M 1600 - 72.1 74.1 -
MAE-ST [18] Kinetics700 0.55M 1600 - 73.6 75.5 -
VideoMAE V1 [63] Something-Something V2 0.17M 2400 70.8 74.3 74.8 -
VideoMAE V2 UnlabeledHybrid 1.35M 1200 71.2 (69.5) 75.7 (74.00) 76.8 (75.5) 77.0 (75.7)
AAcc. with V1 - - - +0.4% + 1.4% +2.0% -

Table 4. Results on the Something-Something V2 dataset. We scale the pre-training of VideoMAE V2 to billion-level ViT-g model
with million-level data size. We report the fine-tuning accuracy of multiple view fusion (2x3) and single view results in the brackets. All
models are pre-trained at input of 16x224 %224 and sampling stride 7 = 2. Fine-tuning is on the same size as TSN [71] sampling.

method | extrasupervision  ViT-H ViTg 4.3. Performance on Downstream Tasks
MAE-ST [18] K600 86.8 -

VideoMAE V1 [63] K710 88.1(84.6) - To demonstrate the generalization ability of our pre-
VideoMAE V2 - 86.9 (83.2) 87.2(83.9) : : : .
VideoMAE V2 K710 88.6(85.0) 88.5 (85.6) trained models, we transfer their representat10n§ to a variety
AAce. with V1 K710 +0.5% . of downstream tasks. In total, we study three kinds of tasks

Table 5. Study on progressive pre-training. We report the fine-
tuning accuracy of multiple view fusion (5x3) and single view
results in the bracket on the Kinetics-400 dataset. The implemen-
tation detail is the same with Table 3.

Results on progressive training. We study the influence
of the post-pre-training step in our progressive training
scheme. To mitigate over-fitting risk and integrate more
human supervision into our pre-trained video models, we
merge different versions of Kinetics for post-pre-training
(intermediate fine-tuning) and evaluate on the Kinetics-400
dataset. The results are reported in Table 5. We observe
that the post-pre-training boosts the performance of large-
scale pre-trained models for both ViT-H and ViT-g. This
result agrees with the findings in image domain [3, 44].
We also apply this technique to VideoMAE V1 pre-trained
model and it (ViT-H) achieves worse performance (88.1%
vs. 88.6%), demonstrating the effectiveness of large-scale
unsupervised pre-training. We also compare with the in-
termediate fine-tuning of MAE-ST and our performance is
better by 1.8% with the same ViT-H backbone. This su-
perior performance might be ascribed to the larger unsu-
pervised pre-training dataset and larger intermediate fine-
tuning dataset. We also try this post-pre-training on Sth-Sth
V2 dataset but obtain worse performance.

and report performance on ten mainstream benchmarks.

Action classification. We compare with previous state-
of-the-art methods on four action recognition benchmarks
Kinetics-400/600 and Something-Something V1/V2. On
the Kinetics datasets, our VideoMAE V2 achieves the best
performance among these methods without using extra in-
house labeled data, and quite competitive performance to
the leading performance MTV [82] trained with extra 60M
labeled videos. On the Something-Something datasets, our
models significantly outperform the previous best perfor-
mance, and in particular on Something-Something V1, the
performance improvement is above 7%. The fine-tuning re-
sults on UCF101 and HMDBS51 are shown in the appendix.

Spatial action detection. We perform a comparison with
the previous action detection methods on two datasets: AVA
and AVA Kinetics. We follow the same detection pipeline
with the original VideoMAE [63]. On the AVA dataset, our
pre-trained model is significantly better than the previous
state-of-the-art action detector of TubeR [88] and outper-
forms the previous masked modeling methods by 3.1%. On
the AVA-Kinetics, we compare the previous challenge win-
ner methods with the model ensemble, and our single model
is better than the best performance by 3.4%.

Temporal action detection. We investigate the transfer
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(a) Kinetics 400

(c) Something-Something V2

() AVA

Method Topl Top5 Views TFLOPs Method Top 1 Top 5 Method Long Feature =~ mAP
I3D NL [74] 777 933 10x3 1077 SlowFast [ 63.1 87.6 SlowFast [19] X 29.0
TDN [70] 794 944 10x3 594 TEINet [ 66.5 - TubeR [88] v 334
SlowFast R101-NL [19] 798 939 10x3  7.02 TEA [37] 65.1 89.9 MaskFeat [76) X 38.8
TimeSformer-L [4] 80.7 947 1x3 714 TDN[70] 69.6 922 MAE-ST [13] X 39.0
MTV-B (3202) [37] 804 952 4x3 11.16 TimeSformer-L [4] 62.4 - V{deOMAE [63] X 39.5
Video Swin-L (3842) [47] 849 967 10x5 10535 yffo;mf;g*[zg | gg; g;g VideoMAE V2 X 42.6
ViViT-L FE [1] 817 938 1x3 1194 V- : : L
MViTv2-L (312%) [38] 86.1 97.0 40 x 3 4242 Kals/?%vszgnf 1471 Sg'i’ gg'z () AVA Kinetics
MaskFeat [76] 87.0 974 4x3 4548 MTV-B [ 67.6 90‘1 Method Ensembled  mAP
MAE-ST [18] 868 972 4x3 2505 BEVT 70.6 :
. [72] - - AIA++[78] v 29.0
VideoMAE [63] 866 971 5x3 17.88 VIMPAC [ 68.1 )
VideoMAE V2-H 886 979 5x3 17.88 - : MSF [§9] v 334
. UniFormer [ 71.2 92.8 ACAR [ ] v 40.5
VideoMAE V2-g 885 981 5x3 3816 MaskFeat [ 750 950 VideoMAE V2 X 39
VideoMAE V2-g (64 x 266%) 90.0 984 2x3 160.30 MAE-ST [ 755 95.0 .
Methods using in-house labeled data VideoMAE [ 4 %2 (g) THUMOS14
CoVeR (JFT-3B) [85] 87.2 1 x3 - VideoMAE V2-H 76.8 95.8 Method Optical Flow ~ mAP
MTV-H (WTS 2802) [82] 89.9 983 4x3 7357 VideoMAE V2-g 77.0 95.9
RTD-Net [61] v 436
(b) Kinetics 600 (d) Something-Something V1 DaoTAD [67] X 50.0
" AFSD [39] v 52.0
Method Topl Top5 Views TFLOPs _ Metho Topl ~ Top5 DCAN [§] v 523
. 3D 41.6 722 TadTR [42] v 542
SlowFast RI0I-NL [19] 818 951 10x3 702 o 1[3]])+GCN[ | e Tes TALLFormer [17] % 592
T1meS’rormer—2L[ 1 822 956 1x3 7.14 TSM [40] 49.7 785 BasicTAD [83] X 59.6
MTV-B (3202) [82] 840 962 4x3 1116 V4D [37] 504 i ActionFormer [36] v 66.8
ViViT-L FE [1] 829 946 1x3 1194 TANet [45] 50.6 793 VideoMAE V2 b 69.6
MViTv2-L (3522) [38] 87.9 979 40 x 3 4548 TEINet [ 525 _ - -
MaskFeat [76] 864 974 1x10 377 TEA [37] 519 803 (h) FineAction
VideoMAE V2-H 883 981 5x3 17.88 CorrNet [ 533 _ Method Optical Flow  mAP
VideoMAE V2-g 888 982 5x3 3816 GSM [58] 55.2 _
VideoMAE V2-g (64 x 2662) 89.9 985 2x3 160.30 TDN [70] 56.8 84.1 BMN [41] v 9.25
. UniFormer [ 61.0 87.6 G-TAD [81] 4 9.06
Methods using in-house labeled data BasicTAD [83] X 12.2
CoVeR (JFT-3B) [85] 879 978 1x3 - VideoMAE V2-H 66.6 90.8 ActionFormer [$6] x 132
MTV-H (WTS 280?) 90.3 985 4x3 7357 VideoMAE V2-g 68.7 91.9 VideoMAE V2 X 18.2

Table 6. Systematic study on the transfer performance of VideoMAE V2 pre-trained models. We use them as the video foundation
models and transfer them to three kinds of downstream tasks: action classification, action detection, and temporal action detection, covering

ITIRIN

eight mainstream video action benchmarks. Entries using extra in-house labeled data for training are in gray. “-”’: numbers not available.

performance of our model to the task of temporal action de-
tection. This is an important task yet not to be tested by pre-
vious masked pre-training methods. We report performance
on two benchmarks: THUMOS14 and FineAction. We use
the ActionFormer [86] detection pipeline as our baseline
method and replace its 13D feature with our pre-trained rep-
resentation. On the THUMOS 14 dataset, our model outper-
forms all previous results even with optical flow as input.
On the large-scale FineAction dataset, our model is signifi-
cantly better than a previous best performance by 5%.

5. Conclusion and Discussion

Building foundation model has turned out to be an ef-
fective paradigm to improve the performance of tasks in
Al Simple and scalable algorithms are the core of build-
ing powerful foundation models. In this paper, we have
presented a simple and efficient way to scale VideoMAE
to billion-level model on the million-level pre-training set.
Thanks to our core design of dual masking, we are able
to successfully the first billion-level video transformer, and
demonstrate its effectiveness on a variety of video down-
stream tasks. Our work shows that video masked autoen-

coders are general and scalable representation learners for
video action understanding. We hope our pre-trained mod-
els could provide effective representations for more video
understanding tasks in the future.

In spite of these excellent results, challenge still remains.
We observe that the performance improvement is smaller
when we scale VideoMAE from ViT-H to ViT-g, partially
because of performance saturation on these video bench-
marks. However, the data scale we have explored for Video-
MAE is still several orders of magnitudes smaller than the
Image [44, 84] and NLP [0, 16]. How to train VideoMAE
on billions of videos is still extremely challenging for the
current software and hardware. We need to come up with
more efficient video pre-training framework and hope our
work can inspire future work on scaling video pre-training.
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