
Supplementary Material:
Learning Adaptive Dense Event Stereo from the Image Domain

Hoonhee Cho, Jegyeong Cho, and Kuk-Jin Yoon
Visual Intelligence Lab., KAIST, Korea

{gnsgnsgml, j2k0618, kjyoon}@kaist.ac.kr

Abstract
Due to the limitation of space in the main paper, we pro-

vide more details about the proposed ADES and present
more experimental results in this supple. Specifically, in
Sec. 2, we describe the split of the DSEC target datasets.
In Sec. 4, we describe more detailed implementation details
for reproduction. In Sec. 5, we provide more qualitative re-
sults. Lastly, in Sec. 6, we provide additional experiments
and future works.

1. Dataset Licenses
In this work, we use the DSEC [6], MVSEC [11],

KITTI [8], and SceneFlow [7] datasets. Each dataset
is published under the following URL: (1) DSEC
https://dsec.ifi.uzh.ch/. (2) MVSEC https:
//daniilidis-group.github.io/mvsec/ (3)
KITTI https://www.cvlibs.net/datasets/
kitti/ (4) SceneFlow https://lmb.informatik.
uni - freiburg . de / resources / datasets /
SceneFlowDatasets.en.html.

2. DSEC Dataset Split
Table A. Summary of DSEC dataset splits.

Set Sequences Name

Train
Zurich City

zurich city 00 a, zurich city 01 a,
zurich city 02 a, zurich city 04 a,
zurich city 05 a, zurich city 06 a

Interlaken
interlaken 00 c, interlaken 00 d,
interlaken 00 e

Test
Zurich City zurich city 07 a, zurich city 08 a
Interlaken interlaken 00 f, interlaken 00 g

In this section, we describe more details about the split
of the DSEC datasets. Since the disparity ground-truth of
the test set in the DSEC dataset is not provided, we re-split
the train set of DSEC to train and test set. As shown in Ta-
ble A, we utilize Zurich City sequences, which are mostly

Algorithm 1 Motion-invariant Consistency Loss

Input: Input event stream E t̂,T
l and E t̂,T

r

Output: Motion-invariant Consistency Loss
Random sample the s from {s1, s2, . . . , sn} and the sign
from {plus,minus} with the uniform probability 1/n
and 1/2, respectively.
τ = s× T ▷ Scale of Perturbation
if sign == plus then

T̂ = T + τ ▷ Perturbed Time
else

T̂ = T − τ
end if
Convert the event stream pairs E t̂,T

l , E t̂,T
r accumulated

during time T until t̂ into V t̂,T
l , V t̂,T

r . In the same way,

the motion perturbed event stream pairs E t̂,T̂
l , E t̂,T̂

r accu-

mulated during perturbed time T̂ until t̂ into V t̂,T̂
l , V t̂,T̂

r .

Dt̂
l = model(V t̂,T

l , V t̂,T
r )

D̃t̂
l = model(V t̂,T̂

l , V t̂,T̂
r ) ▷ Perturbed Disparity

Lconsistency
target = L1(D

t̂
l , D̃

t̂
l ) ▷ Consistency Loss

return Lconsistency
target

recorded during the day, and the Interlaken sequences con-
taining challenging illumination scenes.

3. Motion-invariant Consistency Module
We provide details about the implementation of

motion-invariant consistency module (MCM) in Algo-
rithm 1. We set the samples for Algorithm 1 to
{0.0125, 0.025, 0.0375, 0.05}.

4. Implementation Details
In this section, we provide more details about the imple-

mentation of smudge generation in Sec. 3.3 of the main pa-
per. In the training phase, we set the number of components
and compactness of superpixel algorithm [1] as 100 and 10,
respectively. Then, we select 3 regions out of the compo-
nents and add the smudge effect. To generate the realistic
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Table B. Cross-domain comparisons with other stereo methods to
MVSEC target domains. The 2-pixel error (%), 3-pixel error (%),
end-point-error, and root mean square error are adopted for evalu-
ation.

KITTI-to-MVSEC SceneFlow-to-MVSEC
Method 2PE 3PE EPE RMSE 2PE 3PE EPE RMSE

E2VID [9] on target domain
AANet 89.3 79.4 32.2 39.2 65.2 53.8 19.5 29.9

PSMNet 77.9 71.2 19.5 26.6 67.9 57.9 25.3 48.5
EventGAN [12] on source domain

AANet 76.5 64.3 39.3 19.9 60.8 49.1 5.8 12.3
PSMNet 60.5 40.8 29.4 15.5 75.0 56.2 6.2 13.4

ADES (Ours)
AANet 40.1 21.0 2.7 4.3 37.9 24.1 2.7 4.1

PSMNet 27.6 17.0 1.9 3.5 25.1 14.8 1.8 3.2

smudge effects, we utilize the diverse Blur and Optical Dis-
tortion transforms from library [3]. We utilize one of Blur,
MotionBlur, and GaussianBlur in the selected regions with
a uniform probability and apply OpticalDistortion with a
probability of 0.3. The range of the Blur kernel is set to (15,
30), and the limit of distortion and shift in the OpticalDis-
tortion are set to (0.2, 0.5) and (0.05, 0.12), respectively.

5. More Qualitative Results
We provide the more qualitative results using the KITTI

dataset as source domain in Fig. A and Fig. B. The base net-
work is PMSNet [4]. As can be seen, our ADES framework
estimates the sharp and accurate disparity even trained from
the image domain. On the other hand, existing image-to-
event [12] or event-to-image [9] works do not resolve the
gaps from domain and modality at once and thus generate
inaccurate disparity containing artifacts.

6. Experiments on MVSEC Dataset
We conduct additional experiments using the MVSEC

dataset as the target domain. Following the prior works [2,
5, 10], we use the indoor flying sequences. indoor flying 1
is used for training, and indoor flying 2 is used for testing.
Table B reports the results on the MVSEC dataset for net-
works trained from various source domains. As shown in
the table, the performance of existing stereo networks dras-
tically decreases. The reason is that there is a difference
in the environment because KITTI is the outdoor dataset,
while MVSEC is the indoor dataset. This transition from
outdoor to indoor makes the domain gap larger in the stereo
setting. The main problem is the significant difference in
baseline, i.e., MVSEC is 10 cm, and KITTI is 54 cm. This
problem causes a large difference in disparity distribution:
MVSEC has a maximum disparity of 36, and KITTI has
a maximum disparity of about 192. Even if the network
is trained with many image data, in most cases of KITTI

or SceneFlow, the disparity is above 100, so performance
degradation in the MVSEC dataset is inevitable. Similarly,
it can be seen that the performance of our ADES framework
decreases when looking at 2PE compared to experiments on
the DSEC dataset as the target domain (Table 1 of the main
paper). Though, thanks to our self-supervision pipeline,
proposed normalization, and motion-invariant consistency,
ADES shows better performance than previous stereo net-
works by a large margin, e.g., 2PE decreases from 67.9 to
25.1 comparing PSMNet+E2VID and our PSMNet+ADES
in SceneFlow-to-MVSEC. Our framework still has room for
improvement in significant differences of baseline with the
disparity between the two domains. In future work, we will
devise a way for adaptation even when the distribution dif-
ference of disparity between cross-domain is significantly
large.
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Figure A. Qualitative results for the proposed method with other methods on Zurich City sequences. Compared to EventGAN [12] and
E2VID [9], our method can predict accurate and sharp disparity maps.
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Figure B. Qualitative results for the proposed method with other methods on Interlaken sequences. Compared to EventGAN [12] and
E2VID [9], our method can predict accurate and sharp disparity maps.
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