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In this supplementary material, we include additional re-
sults and visualizations (sec. 1), describe details of our imple-
mentation of Optimus (sec. 2), list the input features (sec. 3),
summarize the hyperparameters of our method (sec. 4) and
include the details of the datasets used in the paper (sec. 5).

1. Additional visualizations

The following section provides additional visualizations
of the experiments in the main paper.
Results on standard evaluation functions. We evaluate
Optimus on a benchmark of 15 classical optimization test
functions. Fig. 5 and tab. 4 provides detailed per-function
results. These results were then aggregated to calculate the
performance profile (fig. 3 in the main paper).
Comparison of optimizer efficiency. Fig. 4 shows the effi-
ciency of Optimus on N -dimensional Rosenbrock functions
and compares it to other optimization algorithms. Note
that Optimus achieves better loss values while using signif-
icantly less compute than BFGS and Adafactor MLP. For
N = 1000, Optimus converges after ∼60 function evalua-
tions achieving a loss value ∼5 while BFGS achieves a loss
of ∼106 using ∼240 function evaluations. The plot was gen-
erated using the same Rosenbrock optimization trajectories
as presented in the main paper.
Runtime Comparison. In fig. 1 we plot the runtime of
the optimization step for Optimus and other optimization
methods on the task of finding minima of N -dimensional
Rosenbrock functions while varying N between 2 and 1000.
In this comparison we use a widely adopted implementa-
tion of BFGS from the SciPy [15] package. Both Optimus
and BFGS [4] have O(N2) time complexity. Interestingly
for large N Optimus optimization step is faster than BFGS,
which is likely to be due to its more efficient Jax [3] imple-
mentation.

*Work done during an internship at Google.

Figure 1. Time required to compute the optimizer update step as a
function of dimensionality of the objective function.

Additional Optimization Trajectories. Fig. 6 presents ad-
ditional visualizations of optimization trajectories on N -
dimensional Rosenbrock functions. Note how Optimus tends
to vary its step size throughout the trajectories while Adafac-
tor MLP tends to monotonically decrease its step size. We
have observed that Adafactor MLP generally tends to learn
a learning rate schedule based on the current iteration (a
feature to the networks) and decrease its step size monotoni-
cally.

2. Implementation details

The Optimus algorithm is shown in alg. 1 and the corre-
sponding neural network architecture is shown in fig. 2.
Training. We implement Optimus in Jax [3] using Haiku [7]
and the learned_optimization1 framework. When training
Optimus on human motion reconstruction task we using
a batch size of 20. We generate the batches by sampling

1https://github.com/google/learned_optimization
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Figure 2. Left: schematic overview of applying our Transformer-
based learned optimizer, Optimus, to iteratively minimize the loss L.
Right: architecture of Optimus consisting of L stacked Transformer
encoders that predict the parameter update ∆xk given the feature
vector zk consisting of the associated gradient dL

dxk
together with

the features from [10].
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Figure 3. Overview of the physics loss introduced in [5] where the
optimization variable x corresponds to joint torques of a physically
simulated human with the goal of minimizing a pose reconstruction
loss between the physical character and observed visual evidence.

random windows from the Human3.6M [8] training set, then
rolling out the optimization for 50 steps, and computing the
PES [14] gradients every 5 steps using 2 antithetic samples.
We learn the weights using Adam [9] with the learning rate
of 5× 10−4. To stabilize the training we perform gradient
clipping to gradients with a norm greater than 3.

2.1. Distributed Physics Loss

We use the differentiable physics loss introduced in [5]
using the Tiny Differentiable Simulator [6] (TDS) that was
implemented in C++. A schematic overview of the loss
function is available in fig. 3, however, see [5] for an in-depth
explanation. The gradients of the loss are computed using the
automatic differentiation framework CppAD [2]. We wrap

the simulation step function as a custom TensorFlow [1]
function to enable easier integration with Jax when training
Optimus. We sample rollouts from 400 distributed servers
exposing the loss function using the Courier2 framework.
We do this to overcome the issue of the slow evaluation time
of the physics loss.

3. Input features
In the following we list the features z used as input by

Optimus. The features are identical to the features used
in [10] and we list them here to make the paper more self-
contained.

• the parameter values

• the 3 momentum values (m)

• the second moment value (v)

• 3 values consisting of momenta normalized by rms
gradient norm −m/

√
v

• the (
√
v + ε)−1

• 3 AdaFactor normalized gradient values

• the tiled, AdaFactor row features (3 features)

• the tiled, AdaFactor column features (3 features)

• 1.0 divided by the square root of these previous 6
AdaFactor features

• 3 features consisting AdaFactor normalized momentum
values

• 11 features formed by taking the current
timestep, t, and computing tanh(t/x) where x ∈
{1, 3, 10, 30, 100, 300, 1000, 3000, 10k, 30k, 100k}.

4. Hyperparameters and Computional Re-
sources

We train Optimus using a distributed setup on the Google
Compute Engine3. When training on the DiffPhy [5] recon-
struction task, we distributed the loss function on 400 vCPU
instances. This significant computational cost is what moti-
vated us to find a model which converges faster than prior
work (e.g. Adafactor MLP [10]). We trained approximately
30 such models throughout experimentation.

Training models onN -dimensional Rosenbrock functions
was much faster as its loss function evaluates in∼5ms rather
than ∼4s. We trained those models for 48 hours using 40

2https://github.com/deepmind/launchpad/tree/
master/courier

3https://cloud.google.com/compute
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vCPU instances. In total, we trained approximately 100 such
models.

The primary hyperparameters and the ranges of them
that we tested are presented in tab. 3. Due to the high com-
putational expense, we could not test all combinations ex-
haustively. We chose a short truncation length (5) on the
physics tasks as it allows us to update the network more
often which speed up the training convergence. Similarly,
having a smaller batch size allowed us to update the model
more frequently as gathering training batches was faster.

5. Datasets Details
We use three sets of data in the paper. Firstly, we evaluate

on the established Human3.6M [8] dataset, which is recorded
in a laboratory setting with the permission of the actors. We
list the sequences used in our validation set in tab. 2. When
comparing to prior work we use the protocol established
in [11] namely evaluating on sequences Directions, Discus-
sions, Greeting, Posing, Purchases, Taking Photos, Waiting,
Walking, Walking Dog and Walking Together from subjects
S9 and S11. We evaluate the motions using only camera
60457274 and following prior work [11,16] we downsample
the sequences from 50 FPS to 25 FPS.

Next, we use the AIST4 [13] dataset which features pro-
fessional dancers performing to copyright-cleared dance mu-
sic. The sequences we evaluate on are given in tab. 1. Fi-
nally, we provide qualitative examples of our method on
“in-the-wild“ internet videos that were released under cre-
ative common licenses.

4https://aistdancedb.ongaaccel.jp/

Sequence Frames
gBR_sBM_c06_d06_mBR4_ch06 1-120
gBR_sBM_c07_d06_mBR4_ch02 1-120
gBR_sBM_c08_d05_mBR1_ch01 1-120
gBR_sFM_c03_d04_mBR0_ch01 1-120
gJB_sBM_c02_d09_mJB3_ch10 1-120

gKR_sBM_c09_d30_mKR5_ch05 1-120
gLH_sBM_c04_d18_mLH5_ch07 1-120
gLH_sBM_c07_d18_mLH4_ch03 1-120
gLH_sBM_c09_d17_mLH1_ch02 1-120
gLH_sFM_c03_d18_mLH0_ch15 1-120
gLO_sBM_c05_d14_mLO4_ch07 1-120
gLO_sBM_c07_d15_mLO4_ch09 1-120
gLO_sFM_c02_d15_mLO4_ch21 1-120

gMH_sBM_c01_d24_mMH3_ch02 1-120
gMH_sBM_c05_d24_mMH4_ch07 1-120

Table 1. Sequences from the dance dataset AIST [13] used for
evaluation.

Sequence Subject Camera Id Frames
Phoning S11 55011271 400-599
Posing_1 S11 58860488 400-599
Purchases S11 60457274 400-599

SittingDown_1 S11 54138969 400-599
Smoking_1 S11 54138969 400-599

TakingPhoto_1 S11 54138969 400-599
Waiting_1 S11 58860488 400-599
WalkDog S11 58860488 400-599

WalkTogether S11 55011271 400-599
Walking_1 S11 55011271 400-599
Greeting_1 S9 54138969 400-599
Phoning_1 S9 54138969 400-599
Purchases S9 60457274 400-599

SittingDown S9 55011271 400-599
Smoking S9 60457274 400-599

TakingPhoto S9 60457274 400-599
Waiting S9 60457274 400-599

WalkDog_1 S9 54138969 400-599
WalkTogether_1 S9 55011271 400-599

Walking S9 58860488 400-599

Table 2. Sequences from the Human3.6M [8] pose dataset used in
our ablations and experiments with reinforcement learning agents.

https://aistdancedb.ongaaccel.jp/


Algorithm 1 The Optimus algorithm. zk denotes the Adafactor MLP features from [10] and � denotes elementwise
multiplication.

Initial guess x0

B0 ← I
k ← 0
repeat
{α,d,∆Bk} ← Optimus(zk)
Bk ← Bk−1 + ∆Bk . Update learned preconditioning matrix.
sk ← Bk[λa exp(λbα)� d]
xk ← xk−1 + sk

k ← k + 1
until k > MAX_ITERS orf(xk) > 1

N

∑N
i=1 βf(xk−i) + ε

Variable Search grid Value Used
Learning Rate {0.1, 0.01, 0.001, 5× 10−4, 1× 10−4} 5× 10−4

Model Dimension {64, 128, 256, 512} 128
# Encoders {1, 2, 3, 4, 5} 3
λa {0.001, 0.01, 0.1} 0.1
λb {0.001, 0.01, 0.1} 0.1
Batch Size {20, 50, 128} 20
PES truncation length {5, 10, 20} 5

Table 3. An overview of the different hyperparameters tested during designing of Optimus. Value Used refers to the value used on the human
pose reconstruction task from video.
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Figure 4. Comparison of loss vs number of function evaluations on the N -dimensional Rosenbrock functions for a maximum budget of 200
steps. Note that BFGS may evaluate the function multiple times per step due to its line search.
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Figure 5. Evaluation results used to generate performance profile plot in Sec. 5.1 of the paper. Here we show results separately for each
objective function. We plot objective value averaged over 64 randomly initialized optimization runs on the y-axis and dimensionality of the
objective function on the x-axis. Each method has a fixed budget of 200 iterations.
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Figure 6. Example trajectories on N -dimensional Rosenbrock functions. We visualize the trajectory for the first two dimensions.



Table 4. Full results for experiments on classical optimization functions. Each value is averaged over 64 random initializations. We
implement the functions according to the formulas presented in [12].

Function BFGS Optimus Adafactor MLP Adam Momentum
Ackley 2d 1.11e+01 6.65e+00 1.69e-01 8.51e+00 8.99e+00
Ackley 10d 1.34e+01 7.16e-01 1.11e-01 1.06e+01 1.31e+01
Ackley 20d 1.36e+01 2.12e-01 2.68e-01 1.16e+01 1.34e+01
Ackley 50d 1.36e+01 5.46e-02 5.19e-01 1.15e+01 1.34e+01
Ackley 100d 1.37e+01 6.80e-06 9.02e-02 1.18e+01 1.36e+01
Ackley 250d 1.36e+01 3.65e-01 1.26e-01 1.18e+01 1.36e+01
Ackley 500d 1.37e+01 1.38e+00 1.13e-01 1.17e+01 1.37e+01
Ackley 1000d 1.37e+01 5.60e-05 7.71e-02 1.16e+01 1.37e+01
Dixon-Price 2d 4.64e-13 4.67e+00 8.86e-06 2.83e-01 5.42e+00
Dixon-Price 10d 6.35e-01 4.24e-01 6.67e-01 3.81e+00 2.49e+01
Dixon-Price 20d 6.67e-01 7.60e-03 6.68e-01 1.19e+01 3.44e+01
Dixon-Price 50d 7.58e-01 3.62e-02 6.77e-01 6.56e+01 8.19e+01
Dixon-Price 100d 5.54e+00 4.63e-01 7.20e-01 2.56e+02 1.89e+02
Dixon-Price 250d 8.67e+06 1.17e+00 1.05e+00 1.58e+03 9.12e+02
Dixon-Price 500d 8.93e+07 6.57e+00 2.20e+00 6.39e+03 6.60e+03
Dixon-Price 1000d 4.90e+08 3.30e+01 1.25e+01 2.53e+04 4.04e+09
Griwank 2d 2.00e-02 9.04e-01 1.43e-01 1.96e-02 1.91e-02
Griwank 10d 6.92e-02 2.81e-01 7.45e-01 5.16e-02 8.33e-02
Griwank 20d 5.78e-04 5.63e-02 8.05e-01 9.16e-03 8.78e-01
Griwank 50d 9.31e-10 4.48e-02 9.25e-01 1.62e-03 1.06e+00
Griwank 100d 0.00e+00 3.41e-02 1.79e+00 1.69e-03 1.11e+00
Griwank 250d 0.00e+00 4.68e-02 3.07e+00 9.31e-04 1.28e+00
Griwank 500d 0.00e+00 2.30e-02 5.20e+00 9.29e-04 1.57e+00
Griwank 1000d 0.00e+00 1.74e-01 9.34e+00 2.64e-04 2.14e+00
Levy 2d 8.36e+00 5.65e+00 3.74e+00 8.40e+00 3.80e+00
Levy 10d 2.20e+01 3.72e-01 1.15e-01 2.06e+01 1.53e+01
Levy 20d 4.00e+01 1.31e-06 4.16e-02 3.81e+01 3.03e+01
Levy 50d 9.51e+01 2.81e-03 5.89e-02 9.17e+01 7.12e+01
Levy 100d 1.83e+02 3.96e-06 3.27e-03 1.78e+02 1.37e+02
Levy 250d 4.20e+02 1.41e-03 8.96e+00 4.34e+02 3.39e+02
Levy 500d 9.28e+02 1.52e-03 1.31e+02 8.89e+02 6.95e+02
Levy 1000d 1.81e+03 9.78e-03 2.93e+03 1.76e+03 1.38e+03
Perm Function 0, d, beta 2d 1.76e-12 1.16e-01 1.07e-01 9.96e-09 5.65e-09
Perm Function 0, d, beta 10d 2.03e-12 8.17e-11 2.58e-10 5.69e-07 6.02e-07
Perm Function 0, d, beta 20d 1.06e-12 4.45e-10 1.24e-09 2.37e-06 2.60e-06
Perm Function 0, d, beta 50d 1.83e-12 7.14e-10 8.96e-09 1.61e-05 1.70e-05
Perm Function 0, d, beta 100d 1.89e-13 4.80e-09 4.70e-08 6.49e-05 6.73e-05
Perm Function 0, d, beta 250d 4.21e-08 2.95e-08 3.21e-02 4.02e-04 4.05e-03
Perm Function 0, d, beta 500d 6.24e-05 2.96e-07 4.53e-02 1.61e-03 6.86e-03
Perm Function 0, d, beta 1000d 1.25e-01 4.52e-06 1.33e+01 6.36e-03 2.27e+00
Powel 2d 1.08e-08 4.29e-01 5.16e+00 7.83e+00 3.43e+01
Powel 10d 1.81e-08 1.04e+01 7.02e+01 1.94e+01 1.20e+02
Powel 20d 1.15e-07 8.17e-01 5.39e+01 3.82e+01 1.50e+02
Powel 50d 2.09e-05 5.92e-02 1.14e+02 9.74e+01 4.31e+02
Powel 100d 1.78e-03 1.38e-02 2.94e+02 2.12e+02 8.98e+02
Powel 250d 9.41e+01 3.26e-03 5.87e+02 4.77e+02 2.18e+03
Powel 500d 3.35e+04 7.06e-02 1.37e+03 9.98e+02 4.54e+03
Powel 1000d 1.76e+05 1.26e+00 2.41e+03 1.93e+03 8.88e+03

Continued on next page



Table 4 – continued from previous page
Function BFGS Optimus Adafactor MLP Adam Momentum

Rastrigin 2d 6.17e+01 3.30e+00 2.85e+00 3.99e+01 5.59e+01
Rastrigin 10d 3.04e+02 5.24e+00 1.01e+01 1.93e+02 2.16e+02
Rastrigin 20d 6.57e+02 7.12e+00 2.10e+01 4.20e+02 5.44e+02
Rastrigin 50d 1.57e+03 1.33e+01 5.53e+01 1.05e+03 1.33e+03
Rastrigin 100d 3.18e+03 2.27e+01 1.05e+02 2.04e+03 2.66e+03
Rastrigin 250d 8.03e+03 5.48e+01 2.63e+02 5.14e+03 6.61e+03
Rastrigin 500d 1.61e+04 1.06e+02 5.45e+02 1.03e+04 1.33e+04
Rastrigin 1000d 3.30e+04 2.10e+02 1.10e+03 2.05e+04 2.67e+04
Rosenbrock 2d 5.07e-13 3.48e+01 5.06e-01 3.58e+00 5.17e+00
Rosenbrock 10d 5.43e-01 5.84e+00 4.12e+00 9.52e+01 2.16e+02
Rosenbrock 20d 1.69e+01 2.00e+00 1.41e+01 1.99e+02 2.89e+02
Rosenbrock 50d 8.40e+01 2.56e+00 4.40e+01 2.89e+02 3.04e+02
Rosenbrock 100d 2.46e+02 4.47e+00 9.50e+01 5.26e+02 5.56e+02
Rosenbrock 250d 5.24e+05 2.37e+01 2.45e+02 1.16e+03 5.50e+02
Rosenbrock 500d 2.11e+06 5.33e+00 4.93e+02 2.31e+03 1.02e+03
Rosenbrock 1000d 2.91e+06 2.17e+01 1.04e+03 4.61e+03 1.99e+03
Rotated Hyper-Ellipsoid 2d 2.36e-14 2.59e+01 1.74e+00 3.81e-07 5.32e-08
Rotated Hyper-Ellipsoid 10d 8.08e-15 2.18e+00 9.38e-03 2.31e-05 2.53e-05
Rotated Hyper-Ellipsoid 20d 1.45e-14 1.89e-01 6.46e-10 1.05e-04 9.07e-05
Rotated Hyper-Ellipsoid 50d 1.80e-15 1.95e-08 3.06e-07 6.81e-04 7.03e-04
Rotated Hyper-Ellipsoid 100d 7.18e-15 2.22e-07 2.24e+00 2.71e-03 2.86e-03
Rotated Hyper-Ellipsoid 250d 2.76e+02 5.88e-06 1.08e+01 1.71e-02 2.43e-01
Rotated Hyper-Ellipsoid 500d 4.09e+03 8.07e-05 7.24e+03 6.87e-02 3.61e+00
Rotated Hyper-Ellipsoid 1000d 1.91e+05 2.97e-04 3.70e+04 2.73e-01 1.94e+02
Sphere 2d 7.07e-14 4.24e-04 3.22e-03 1.84e-09 3.68e-11
Sphere 10d 1.25e-13 1.33e-09 1.81e-05 2.77e-08 1.66e-10
Sphere 20d 2.21e-13 7.14e-10 8.02e-09 6.15e-08 3.35e-10
Sphere 50d 1.40e-12 3.89e-10 7.48e-07 1.65e-07 8.28e-10
Sphere 100d 1.14e-12 5.59e-10 3.54e-06 3.32e-07 1.66e-09
Sphere 250d 1.73e-12 1.42e-09 2.19e-05 8.34e-07 4.13e-09
Sphere 500d 8.48e-12 4.04e-05 7.99e-05 1.68e-06 8.37e-09
Sphere 1000d 1.01e-11 1.60e-03 1.61e-04 3.33e-06 1.66e-08
Styblinski-Tang 2d 1.40e+01 4.59e+00 3.40e+00 1.10e+01 1.04e+01
Styblinski-Tang 10d 7.13e+01 3.39e+01 8.66e+00 5.00e+01 6.83e+01
Styblinski-Tang 20d 1.47e+02 6.51e+01 1.73e+01 1.43e+02 1.46e+02
Styblinski-Tang 50d 3.69e+02 1.66e+02 4.34e+01 3.61e+02 3.50e+02
Styblinski-Tang 100d 7.52e+02 3.40e+02 8.69e+01 7.10e+02 7.30e+02
Styblinski-Tang 250d 1.90e+03 8.20e+02 2.17e+02 1.78e+03 1.79e+03
Styblinski-Tang 500d 3.83e+03 1.52e+03 4.34e+02 3.57e+03 3.64e+03
Styblinski-Tang 1000d 7.59e+03 1.99e+03 8.70e+02 7.13e+03 7.17e+03
Sum of Powers 2d 3.86e-08 2.16e-08 3.42e-09 2.14e-06 3.96e-05
Sum of Powers 10d 2.16e-06 8.71e-09 1.66e-07 2.85e-04 1.38e-03
Sum of Powers 20d 3.60e-06 4.18e-09 1.25e-07 4.06e-04 2.11e-03
Sum of Powers 50d 4.24e-06 2.92e-09 1.92e-07 3.92e-04 2.53e-03
Sum of Powers 100d 4.99e-06 9.19e-09 4.53e-04 4.20e-04 6.37e-03
Sum of Powers 250d 5.32e-06 1.74e-08 1.66e+00 3.94e-04 3.05e-01
Sum of Powers 500d 5.63e-06 1.45e-02 4.90e+00 3.98e-04 9.88e-01
Sum of Powers 1000d 4.38e-06 2.95e-01 5.62e+00 4.14e-04 1.76e+00
Sum of Squares 2d 1.76e-12 1.16e-01 1.07e-01 9.96e-09 5.65e-09
Sum of Squares 10d 2.03e-12 8.17e-11 2.58e-10 5.69e-07 6.02e-07

Continued on next page



Table 4 – continued from previous page
Function BFGS Optimus Adafactor MLP Adam Momentum

Sum of Squares 20d 1.06e-12 4.45e-10 1.24e-09 2.37e-06 2.60e-06
Sum of Squares 50d 1.83e-12 7.56e-10 8.96e-09 1.61e-05 1.70e-05
Sum of Squares 100d 1.89e-13 4.80e-09 4.70e-08 6.49e-05 6.73e-05
Sum of Squares 250d 4.21e-08 2.95e-08 3.21e-02 4.02e-04 4.05e-03
Sum of Squares 500d 6.24e-05 2.96e-07 4.53e-02 1.61e-03 6.86e-03
Sum of Squares 1000d 1.25e-01 4.90e-06 1.33e+01 6.36e-03 2.27e+00
Trid 2d 5.00e+00 5.00e+00 5.00e+00 5.00e+00 5.00e+00
Trid 10d 6.50e+01 6.50e+01 6.51e+01 6.50e+01 6.50e+01
Trid 20d 2.30e+02 2.30e+02 2.31e+02 2.95e+02 2.30e+02
Trid 50d 1.33e+03 1.32e+03 1.35e+03 1.47e+04 1.32e+03
Trid 100d 5.16e+03 5.11e+03 1.39e+04 1.56e+05 1.04e+04
Trid 250d 5.55e+04 8.92e+05 2.18e+06 2.61e+06 1.57e+06
Trid 500d 4.67e+06 1.64e+07 2.09e+07 2.10e+07 1.83e+07
Trid 1000d 9.91e+07 1.57e+08 1.68e+08 1.67e+08 1.62e+08
Zakharov 2d 3.61e-12 2.21e-01 8.11e-05 1.58e-01 2.11e-02
Zakharov 10d 6.40e-12 9.58e-05 8.85e-04 3.00e+02 2.31e+07
Zakharov 20d 6.28e-12 2.61e-03 2.45e+00 6.68e+02 2.09e+09
Zakharov 50d 4.78e-12 1.46e+01 8.71e+01 1.83e+03 3.71e+11
Zakharov 100d 3.20e+06 4.54e+01 1.34e+02 2.71e+04 3.45e+13
Zakharov 250d 4.94e+11 2.12e+02 1.89e+02 1.81e+07 4.45e+15
Zakharov 500d 2.82e+14 3.46e+02 5.61e+02 4.80e+08 2.96e+17
Zakharov 1000d 1.53e+19 2.08e+19 1.15e+19 1.63e+10 2.08e+19
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