Supplemental File to ‘A Dynamic Multi-Scale Voxel Flow Network for Video
Prediction”

We provide more details of DMVEFEN for video prediction. Specifically, we provide

* societal impact in §1.
e visualization of voxel flow §2;
¢ more ablation studies in §3;

1. Societal Impact

This work potentially benefits video prediction and dynamic neural network fields. The authors believe that this work has
small potential negative impacts.

2. Visualization of Voxel Flow

We visualize the voxel flow predicted by DMVFEN in Figure 1. We use the optical flow generated by RAFT [4] as a
reference. We observe that the optical flow f;;_,; and the map 1 — m of most pixels are successfully predicted by DMVFEN.
This demonstrates that our DMVFN can indeed accurately predict a voxel flow.
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Figure 1: Visualization of the map 1 — m, the optical flow f;;_,;, the optical flow by RAFT [4] fﬁﬁir";, the predicted frame

ft+1 and the “ground truth” I; ;.

3. More Ablation Study Results

5) How does  influence the performance of DMVFN during inference? The [ is an important factor to control the model
complexity and prediction capability during inference. Here, we adjust 8 during the inference phase, as shown in Table 1.
DMVEN with larger 3 enjoys better MS-SSIM results but suffers from higher complexity.

Table 1: Results of DMVFN with different 5 evaluated on KITTI benchmark [2].

Settings (5 =) 0.3 0.4 0.5 0.6 0.7 0.8
GFLOPs 2,62 388 515 594 621 640
LPIPS 16.47 1291 1074 10.26 10.24 10.23

MS-SSIM (x1072)  78.78 85.13 88.53 88.89 88.89 88.89

6) How to design the loss function? To study this problem, we train our DMVFN and DMVEN (w/o routing) only optimizing
the loss on output of the last block ;1 (denoted as “single supervision”). The results listed in Table 2 show the advantages
of our loss function L;ytq;. Liotar 1S calculated on all intermediate results of DMVEN.
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Figure 2: Control the complexity of DMVFN by adjusting 5. DMVEN saves half GFLOPs of comparable performance
compared to DMVEN without routing.

Table 2: Results of DMVFN with different loss settings. The evaluation metric is MS-SSIM (x10~2).

Cityscapes KITTI Davisl7-Val ~ Vimeo-Test
Settings
t+1 t+3 t+5 t+1 t+3 t+5 t+1 t+3 t+1
w/o routing, single supervision 95.19 87.77 81.22 8791 76.33 67.99 84.69 74.92 97.18
w/o routing 9529 8791 8148 88.06 7653 6829 84.81 75.05 97.24
single supervision 95.65 89.10 8327 8834 77.88 70.18 83.83 74.68 96.95
DMVEN 95.73 89.24 8345 8853 78.01 7052 8397 74.81 97.01

Table 3: Routing Module based on STEBS is effective. The evaluation metric is MS-SSIM (x1072).

Cityscapes KITTI Davis-Val Vimeo-Test
Settings
t+1 t+3 t+5 t+1 t+3 t+5 t+1 t+3 t+1
w/o routing 95.29 8791 8148 88.06 7653 6829 84.81 75.05 97.24
Random 91.97 82.11 70.05 81.31 69.89 6242 81.32 73.03 96.88
Gumbel Softmax 95.05 87.57 79.54 87.42 7556 6583 83.64 74.43 96.98
STEBS 95.73 89.24 8345 88.53 78.01 70.52 83.97 74.81 97.01

More details about our Ablation Study 2) in the main paper. In Table 3, we summarize the quantitative results of three
variants (‘“w/o routing”, “Random” and “Gumbel Softmax”) on four datasets (i.e., Cityscapes [1], KITTI [2], Davis-Val [3],
and Vimeo-Test [5]). This demonstrates the effectiveness of our STEBS.
More details about our Ablation Study 3) in the main paper. In Table 4, we summarize the quantitative results of DMVFN
with different scaling factor settings, including:

o “[177: [1,1,1,1,1,1,1,1,1]
e “[2]7:[2,2,2,2,2,2,2,2,2]
“[4]7: [4,4,4,4,4,4,4,4.4]

e “[1,217: [1,1,1,1,2,2,2,2,2]

[

[

* (1,417 (1,1,1,1,4,4,4,4,4]
° “ 291]’,: [2’27252’19171’1’1]



° “[491]”: [474,434’171’17171]

° “[492’1]’,: [47454’29272’]’171]
DMVEN [4,2,1] performs better than others, and the gap is more obvious for long-term future frames.

Table 4: Results of DMVFEN with different scaling factor settings. The evaluation metric is MS-SSIM (x 1072).

Cityscapes KITTI Davis-Val Vimeo-Test
t+1 t+3 t+5 t+1 t+3 t+5 t+1 t+3 t+1

Settings

DMVEN [1] 9470 87.26 80.93 87.64 76.71 68.76 81.75 71.73 96.04
DMVEN [2] 95.51 87.76 8130 87.06 7690 69.05 81.77 72.58 96.07
DMVEN [4] 9432 87.50 8136 84.35 7534 68.67 81.02 72.16 95.99
DMVEN [1,2] 94.13 86.58 80.55 87.85 7692 69.36 8296 73.55 96.70
DMVEN [1,4] 9456 86.50 80.69 8546 76.03 6899 81.38 71.98 96.02
DMVEN [2,1] 9530 8793 82.02 8797 7723 69.58 83.03 7254 96.61
DMVEN [4,1] 9559 8841 83.02 88.16 77.39 6995 83.64 74.35 96.95
DMVFN [1,2,4] 9420 86.56 80.81 87.77 76.89 69.72 82.72 73.66 96.76
DMVEN [4,2,1] 95.73 89.24 8345 88.53 78.01 70.52 8397 7481 97.01

More details about our Ablation Study 4) in the main paper. In Table 5, we summarize the quantitative results of three
variants (“w/o r, w/o path”, “w/o r”” and “w/o path”) on four datasets (i.e., Cityscapes [1], KITTI [2], Davis-Val [3], and
Vimeo-Test [5]).

Table 5: Spatial path is effective in DMVFEN. The evaluation metric is MS-SSIM (x1072).

Cityscapes KITTI Davis-Val Vimeo-Test

Settings
t+1 t+3 t+5 t+1 t+3 t+5 t+1 t+3 t+1

w/or, w/opath 9499 87.59 8098 87.75 76.22 67.86 84.45 7T74.78 97.05
w/or 95.29 8791 8148 88.06 76.53 68.29 84.81 75.05 97.24

w/o path 95.55 88.89 83.03 8829 7753 69.86 83.75 74.51 96.89
DMVEN 95.73 89.24 8345 8853 78.01 70.52 8397 74.81 97.01

More details about our Ablation Study 5) in the main paper. In Table 6, we summarize the quantitative results of different
S during inference on four datasets (i.e., Cityscapes [ 1], KITTI [2], Davis-Val [3], and Vimeo-Test [5]).

Table 6: Results of DMVFN with different 5 evaluated on Cityscapes benchmark [1] and Vimeo-Test benchmark [5].

Settings Cityscapes Vimeo-Test
8= 0.3 0.4 0.5 0.6 0.7 0.8 0.3 0.4 0.5 0.6 0.7 0.8
GFLOPs 6.56 9.81 1271 1530 1623 1782 138 208 277 340 374 392
LPIPS 888 7.06 558 520 515 512 518 418 3.69 348 342 340

MS-SSIM (x1072) 90.48 93.54 9573 96.03 96.07 96.12 93.61 96.13 97.01 97.19 97.20 97.20
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