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Experiment Settings
We validate our method on all five publicly available

product-level FG-SBIR datasets, namely QMUL-Shoe-V1,
QMUL-Shoe-V2, QMUL-Chair-V1, QMUL-Chair-V2 and
QMUL-Handbag and follow their original train/test split
for fairness [1]. Existing FG-SBIR works have employed
various choices as their network backbones, with some
common choices such as Sketch-a-Net [15, 16, 18], VGG-
16 [12], DenseNet-169 [7], Inceptionv1 [11], InceptionV3
[2–4, 13, 14, 19]. Most of these backbones have been pre-
trained on the ImageNet benchmark [17] with 1000-way
classification (i.e. loaded from an off-the-shelf model zoo
like torchvision.models), with few choosing a more
tailored pre-training approach including learning on a third-
party task and dataset [11, 18]. We choose ResNet50 [5] as
our network backbone due to its increasing popularity and
superiority as a better ConvNet architecture [8], while being
still on a roughly similar scale (if not smaller) with those of
baseline models.

We follow the Siamese choice [10] where sketch and
photo representation learning share same set of parameters.
All input data are first resized to 299 x 299 and randomly
cropped to 256 x 256. Another data augmentation strategy
used is horizontal flipping. We set the batch size to 16 and
train 600 epochs for all task settings with a SGD optimiser
and momentum value of 0.91. We report top 1 ranking per-
formance (acc@1). To obtain the neighbourhood matrix R,
we extract the feature from the last conv layer for each pho-
tos in the training set and form all possible photo triplets
before ranking their relative distance. We pre-compute R
once before conducting any online FG-SBIR learning. For
both multi-task and meta learning setting: the learning rate
is set to 1e-3 (ηs, ηt) with ∆sp = 0.1 and ∆NT = 0.01. Ra-
tio β/α = 1 if not otherwise mentioned. A pytorch style
algorithmic schematics can be found as follows.

1While Adam optimiser [6] is commonly adopted by existing FG-SBIR
works and occasionally leads to a better peak performance, we find such
superiority in reported numbers with trade off from worse reproduciblil-
ity troubling. We therefore choose SGD-M which yields a more stable
test-time performance. We also experience with other more advanced op-
timisers like Adam-W [9] but do not observe extra gains.

ALGORITHM 1
Pseudo code for implementing Eq. 9 of the main text, which
usually takes a few more lines in practice (line 6,8,10).

1: Input: {s, p+, p−} ∈ RB×H×W×C – triplet batch in-
puts. R ∈ RB×B×B – relative neighbourhood ranking
matrix. K – number of local neighbourhood relations
simulated per update. θn, {ηs, ηt, ∆FG−SBIR, ∆NT, ϵ}
– current model state and some hyperparameters.

2: Output: θn+1 – updated model state directed by both
LFG−SBIR and LNT

3: % calculate gradient of θn w.r.t. LFG−SBIR

4: ĝ := θn.grad(max(MSELoss(Ψ(s, θn),Ψ(p+, θn)) -
MSELoss(Ψ(s, θn),Ψ(p−, θn)) + ∆sp, 0))

5: % calculate intermediate model state θtemp .
6: θtemp := θn - ηsĝ
7: % form K random batch-wise triplets for each s.
8: {p+∗ , p−∗ } := random.sample(unique(meshgrid(

range[1, B], range[1, B])), K)
9: % calculate gradient of θtemp w.r.t. LNT

10: ḡ := θtemp.grad(max(R(:, [s, p+
∗ , p−

∗ ])×(MSELoss(
Ψ(s, θtemp),Ψ(p+∗ , θtemp)) - MSELoss(Ψ(s, θtemp),
Ψ(p−∗ , θtemp))) + ∆NT, 0))

11: % writing down the final update rule
12: θn+1 := θn - ηsĝ - ηtḡ
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