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The supplementary material contains: 1) implementation
details; 2) visualization of entropy-based selection; 3) more
qualitative examples for video object segmentation.

1. Implementation Details

More training details. We include more training details
for the second step of training in our spatial-then-temporal
feature learning. When training on YouTube-VOS [8] with
L;, we compute the local correlation map by setting the
temperature 7 to 1. Then the local correlation distillation
loss L) is conducted between the local correlation maps
computed at layer resg and res4. During training, we find
Ly, and L, have much smaller values than frame recon-
struction loss L%, which tends to have little impact on self-
supervised training. Thus, we set the loss weight a/f3 to
1000/50 to ensure the scale consistency for each loss. The
threshold 7' of entropy-based selection is set to 0.7.

Training details for Spatiotemporal. Besides, we also
provide the training details for the training configuration
of Spatiotemporal. To achieve the goal of simultaneously
learning spatial and temporal features with both image and
video data, we optimize the encoder ¢ with £ = L ce+7Lt,
where the v is set to 10 for the balance between spatial and
temporal feature learning, and we set the learning rate to
0.001 with a cosine (half-period) learning rate schedule. We
reduce the stride up to layer res, from 16 to 8 to increase
the spatial resolution of feature maps by a factor of 2, and
the final outputs of the encoder are further processed with
global average pooling plus a MLP head to favor the image-
level loss L,,c.. The training batch is constructed by sam-
pling both the images/frames from ImageNet [3]/YouTube-
VOS [§&], sharing the same augmentations in [2]. More
specifically, we ensure that each batch has the frames from
the same video to favor reconstructive learning, and these
frames will be also regarded as individual images to be uti-
lized for contrastive learning.

Inference strategy of label propagation. All evalua-
tion tasks can be considered as a label propagation process.
Given only the label in the first frame, we apply a recurrent
inference strategy here following prior works [1,4,7]. More
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specifically, we calculate the local correlation maps within
a local range r between the target frame and the first frame
ground truth labels as well as the predictions in the preced-
ing t frames. Then we select the top-k most similar pixels to
propagate to the current frame. For the encoder with a stride
of 8, we set t/k to 20/10 for all tasks and r is 12, 5, and 16
for DAVIS [6], JHMDB [5], and VIP [9] tasks respectively.
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Figure 1. Visualization of the entropy map. We compute the
entropy for each query in the target frame using Eq. (1). The mask
with higher entropy is generated by setting a threshold 7T'.

2. Qualitative examples for entropy-based se-
lection

We give the visualization results of the entropy-based se-
lection. After obtaining the local correlation map c between
the target and reference frame, we calculate the entropy for
each query ¢ in the target frame:
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then we apply a min-max normalization on the entropy map.
As shown in Figure 1, the entropy map has a higher re-
sponse on moving objects involved in severe deformation



and occlusions, while the background tends to have lower
entropy, which inspires us to filter out the regions with in-
adequate information for training.

3. More qualitative examples for video object
segmentation

We enclose several representative videos on DAVIS-
2017 [6] to verify the effectiveness of our method compared
with state-of-the-art methods which provide the code and
pre-trained models, e.g., CRW [4], VFS [7], and DUL [1].
We name it "demo.mp4” in our supplementary material.
Without fine-tuning our pre-trained model on any additional
dataset, we propagate the annotation of the first frame to the
current frame. As observed in the enclosed video, the seg-
mentation results produced by our method show clear im-
provements over state-of-the-art methods. The predictions
of our method tend to have tight boundaries around the mul-
tiple objects even facing severe temporal discontinuity, e.g.,
appearance changes, large motion, and occlusions. These
examples again verify the effectiveness of our two-step task
and loss functions for learning better spatiotemporal repre-
sentations.
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