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1. Analysis on Evaluation Protocols
In this part, we will elaborate on the details of different

OWOD evaluation metrics and conclude that previous met-
rics partially evaluate the OWOD performance. Then we
explain the necessity of our Equilibrium Index metric.
WI and A-OSE: The Wilderness Impact (WI) metric [2]
is to evaluate the known precision variation caused by un-
known misclassification:

Wilderness Impact (WI) =
PK

PK∪U
− 1, (1)

where PK refers to the precision of the model when eval-
uated on known classes and PK∪U is the precision when
evaluated on known and unknown classes. The Absolute
Open-Set Error (A-OSE) [6] shows the number of unknown
class objects wrongly classified as known classes.

WI and A-OSE partially evaluate the OWOD perfor-
mance. They measure the recognition capability from the
known perspective, but neglect the known and unknown re-
call performance. Moreover, it cannot accurately demon-
strate whether the model possesses the ability of identifying
unknown objects. That is to say, even the model increases
its known recognition ability with extremely low unknown
detection performance, the WI and A-OSE metric are still
better, which is against the objective of OWOD task.
UDR and UDP: To measure the unknown detection perfor-
mance, we also adopt the evaluation metrics UDP and UDR
used in [10, 11]. UDR could illustrate the localization rate
of unknown objects (even misclassified as the known ones),
while the UDP is the rate of correct classification of the lo-
calized unknown objects:

UDR =
TPu + FN∗

u

TPu + FNu
, (2)
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(a) Impact of fixed λ (b) Impact of different peaks of λ

Figure 1. Analysis on the disentanglement degree λ.

Figure 2. The t-SNE Visualization of different phases.

UDP =
TPu

TPu + FN∗
u

, (3)

where TPu indicates the predicted unknown boxes whose
IOU with the ground-truth unknown box is more than a cer-
tain threshold (usually 0.5), and FNu represents the missed
ground-truth unknown objects. FN∗

u manifests the predicted
known object whose IOU with the ground-truth unknown
box is more than a certain threshold.

UDR and UDP evaluate the detection performance of
unknown classes, and primarily concentrate on the object-
ness of the unknown categories rather than the classification
precision. Nevertheless, they only consider the impacts be-
tween known and unknown classes, neglecting the influence
of misclassified background.
Necessity of Equilibrium Index: From the above analy-
sis, previous metrics partially evaluate the OWOD perfor-



(a) Ours-RCNN

(b) Ours-DETR

Figure 3. Comparison of our models with different closed world
baseline models during training.

mance: WI and A-OSE only evaluate the classification per-
formance from the known perspective, whereas UDP and
UDR measure the detection performance from the unknown
perspective. This conclusion is also suitable for traditional
metrics, such as K-mAP (Known mAP), U-mAP (Unknown
mAP), U-Recall (Unknown Recall), etc.

Therefore, it is imperative to introduce a metric that
could comprehensively evaluate the OWOD performance.
Moreover, we find out that in existing OWOD work, the
known and unknown detection performance show a trade-
off trend, which means the unknown detection gains are
very close to the known performance drop.

Our Equilibrium Index simultaneously considers the
known and unknown mAP variation compared to the base-
line closed-world model, ensuring a fair and comprehensive
comparison. We also introduce a hyper-parameter δ to ad-
just the concern level of unknown performance, adaptive to
different scenarios.

2. Additional Experimental Analysis

2.1. Analysis on Disentanglement Degree

We further compare the performance of the model with
fixed disentanglement degree λ and ours with Sawtooth An-
nealing Scheduling in Figure 1. The latter has already been
reported in the paper, but we also put it here for easy com-
parison. From Figure 1 (a), we observe that the larger the

fixed λ is, the better the unknown performance. On the con-
trary, the UDP and U-mAP will become higher as the λ
increases, since the precision of the localized unknown ob-
jects is improved. Moreover, from the figure, we can ob-
serve that the U-mAP of the model with fixed λ is slightly
better than ours. However, their K-mAP is less than ours.
As we claimed in the paper, models with fixed λ sacrifice
the recognition ability of known classes to identify the un-
known ones. Although they could achieve promising un-
known detection performance, they cannot guarantee the
equilibrium of the known and unknown learning. In con-
trast, our model with annealing λ could first learn the un-
known traits from transferring the known features and then
collaboratively learn to identify both known and unknown
objects. It validates our point that we should adopt the Saw-
tooth Annealing Scheduling to adjust the disentanglement
degree, ensuring the known and unknown equilibrium.

2.2. Analysis on Disentanglement Process

We further analyze the disentanglement process of
known and unknown classes. Figure 2 presents the t-SNE
visualization of different training phases. After the forming
phase, unknown features are sparsely distributed in known
classes due to entanglement. At the start of the extend-
ing phase, unknown features start to disentangle from the
known ones and are densely distributed. The known de-
cision boundaries are destroyed, and the known mAP per-
formance reaches the minimum. As the annealing schedul-
ing, unknown and known features are co-learned. Unknown
features are becoming sparse but still disentangled from
known features, while known features are compact com-
pared to those after forming. Thus, the decision bound-
aries are rebuilt and the known and unknown features reach
equilibrium after extending. It indicates that the proposed
model can accomplish the co-learning of known and un-
known classes in the extending phase.

2.3. Comparison with Different Baseline Models

We implement our method based on two closed world
detection models: (1) Faster RCNN [7] with ResNet-50 [4]
backbone, and (2) DETR [1] following OW-DETR [3] also
with ResNet-50 [4] backbone. Models with different base-
line models present different detection performance. From
Table 1, 2, our model with DETR yields better performance
on both known and unknown classes. With DETR base-
line, our model obtains nearly 5% U-mAP, significantly
surpassing its counterparts. The transformer-based archi-
tecture with multi-head self-attention operation may inten-
sify the object-level feature entanglement, activating more
meaningful semantic patterns.

We also analyze the performance of intermediate mod-
els during the training. Since the unknown detection im-
provement may relate to the overconfidence calibration of



Figure 4. Visualization comparison of Faster RCNN, ORE, SA and ours.

Table 1. Comparison of our models with different closed world baseline models according to traditional detection metrics. “K-” indicates
the known classes, and “U-” represents the unknown classes. The performance of closed world baselines are put at the top for reference.

Task IDs (→) Task t1 Task t2 Task t3 Task t4
WI-0.8 A-OSE K-mAP U-mAP U-Recall WI-0.8 A-OSE K-mAP U-mAP U-Recall WI-0.8 A-OSE K-mAP U-mAP U-Recall K-mAP
(↓) (↓) (↑) (↑) (↑) (↓) (↓) (↑) (↑) (↑) (↓) (↓) (↑) (↑) (↑) (↑)

Faster RCNN [7] 0.0645 10502 56.94 0 0 0.0273 8653 41.56 0 0 0.0164 7345 32.41 0 0 27.03
Ours-RCNN 0.0604 8332 56.67 2.12 12.76 0.0269 9454 40.55 0.41 5.02 0.0157 6635 32.07 0.44 9.81 27.03
DETR [12] 0.0600 57430 59.75 0 0 0.0245 27795 46.08 0 0 0.0187 17822 38.28 0 0 30.60
Ours-DETR 0.0564 46589 59.34 4.86 13.56 0.0274 24709 45.58 0.65 10.04 0.0194 14952 37.97 0.39 14.30 30.60

the known classes, we also measure the overconfidence cal-
ibration of the models according to Expected Calibration
Error (ECE) and Overconfidence Error (OE) [8].

The computation of ECE and OE are listed as follows:

ECE =

M∑
m=1

|Bm|
n

|acc(Bm)− conf(Bm)|, (4)

OE =

M∑
m=1

|Bm|
n

[conf(Bm)×max(conf(Bm)−acc(Bm), 0],

(5)
where Bm is the set of samples whose prediction scores
(the winning softmax score) fall into bin m, pi is the confi-
dence (winning score) of the i-th sample. The acc(Bm) and

conf(Bm) are defined the accuracy and confidence of Bm :

acc(Bm) =
1

|Bm|
∑
i∈Bm

1(ŷi = yi) (6)

conf(Bm) =
1

|Bm|
∑
i∈Bm

1(p̂i) (7)

As we can see from Figure 3, in the forming phase,
the RCNN-based model shows increasing known mAP and
overconfidence. In contrast, although the known mAP of
the DETR-based model is increasing, its overconfidence
performance is declining. Then in the extending phase, with
the disentangle degree λ suddenly going up to the maxi-
mum, the known accuracy drops dramatically with the ECE



Table 2. Comparison of our models with different closed world baseline models according to UDR, UDP, and our Equilibrium Index (EI).

Task IDs (→) Task t1 Task t2 Task t3
UDR UDP EI(δ = 1) EI(δ = 2) EI(δ = 5) UDR UDP EI(δ = 1) EI(δ = 2) EI(δ = 5) UDR UDP EI(δ = 1) EI(δ = 2) EI(δ = 5)
(↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑)

Faster RCNN [7] 17.58 0 0 0 0 16.32 0 0 0 0 24.69 0 0 0 0
Ours-RCNN 17.95 71.08 1.85 3.97 10.33 17.62 28.49 -0.61 -0.20 1.04 23.78 41.25 0.10 0.54 1.86
DETR [12] 20.74 0 0 0 0 14.41 0 0 0 0 34.48 0 0 0 0
Ours-DETR 18.47 73.42 4.45 9.31 23.89 13.92 72.15 0.15 0.80 2.75 18.53 77.19 0.08 0.47 1.64

Table 3. State-of-the-art comparison for OWOD on incremental tasks. “Cur-” indicates the current known classes, “Prev-” indicates
the previous known classes, and “U-” represents the unknown classes. We showcase models with two different closed world detection
baselines, namely Faster RCNN and DETR. The performance of closed world baselines are put at the top for reference. Our model
achieves superior performance in most cases.

Task IDs (→) Task t1 Task t2 Task t3 Task t4
Cur-mAP U-mAP U-Recall Prev-mAP Cur-mAP Both U-mAP U-Recall Prev-mAP Cur-mAP Both U-mAP U-Recall Prev-mAP Cur-mAP Both

(↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑) (↑)
Faster RCNN [7] 56.94 0 0 53.29 29.82 41.56 0 0 41.06 15.12 32.41 0 0 31.68 13.09 27.03
ORE [5] 56.49 0.71 5.72 53.05 26.22 39.64 0.14 2.66 38.67 13.16 30.17 0.12 3.34 30.16 13.33 25.95
SA [9] 55.56 0.20 1.93 50.31 27.73 39.02 0.03 0.79 40.38 13.86 31.54 0.003 0.12 30.99 12.72 26.42
Ours-RCNN 56.67 2.12 12.76 51.96 29.13 40.55 0.41 5.02 40.82 14.56 32.07 0.44 9.81 31.68 13.09 27.03
DETR [12] 59.75 0 0 53.78 38.37 46.08 0 0 44.01 26.83 38.28 0 0 33.54 21.76 30.60
OW-DETR [3] 58.78 0.07 7.65 52.08 36.13 44.11 0.04 5.83 41.09 25.70 35.96 0.03 5.97 32.83 13.28 27.94
Ours-DETR 59.34 4.86 13.56 53.18 37.98 45.58 0.65 10.04 43.62 26.66 37.97 0.39 14.30 33.54 21.76 30.60

Figure 5. Two zebras are identified by the model based on Faster-
RCNN in Task t1 as unknown While are correctly classified after
Task t2.

Figure 6. Our model based on Faster-RCNN in Task t1 success-
fully recognizes a pizza as an unknown. After learning about pizza
in Task t3, the model incrementally learns to detect it as a known.

and OE performance degraded. However, the DETR-based
model will then return to the start point of the extending
phase, while the RCNN-based model will continue to de-

Figure 7. Orange class is not introduced in Task t1, and the pro-
posed model based on Faster-RCNN identifies them correctly as
unknown. After learning Task t3, these instances are labelled cor-
rectly.

Figure 8. A banana is labeled as unknown after Task t1. While
after learning Task t3, the model based on Faster-RCNN classifies
it correctly.

crease to a better ECE and OE value than its initial per-
formance of the extending phase. This phenomenon man-
ifests that our label-transfer could calibrate the overconfi-



Figure 9. A stop sign detected as an unknown class in Task t1 is
successfully identified in Task t2 by our model based on DETR.

Figure 10. Our model based on DETR identifies the elephant cor-
rectly as unknown as it is not introduced in Task t1. After learning
Task t2, the instance is labelled correctly.

Figure 11. A pizza is recognized as unknown after Task t1 and is
classified correctly after learning Task t3.

dence of the RCNN-based model to a certain extent, and the
DETR-based model, even without our label-transfer learn-
ing, shows better overconfidence calibration ability. More-
over, consistent with our intuition, the unknown perfor-
mance increases and stays stable with the disentanglement
degree λ annealing. Even the λ is diminishing, as long as
it exists, the model would simultaneously learn both known
and unknown traits, and dynamically reach the equilibrium.

2.4. Ablation Study based on DETR

We investigate the effectiveness of different components
in the proposed framework based on DETR architecture.
Table 4 respectively lists the performance of our model

Figure 12. Some oranges are labeled as unknown after Task t1.
While after learning Task t3, the proposed model based on DETR
classifies them correctly.

Figure 13. Failure cases of our model.

Table 4. Ablation study of Our model based on DETR. The full
model (SAS+LT) yields the superior performance, and each mod-
ule contributes to the proposed model.

EI(δ = 1) K-mAP U-mAP UDR UDP
w/o LT 0 59.75 0 20.74 0
w/o SAS 0.54 58.17 2.12 18.93 89.76
full FT -50.38 0 9.37 19.97 89.52
with NC -2.92 56.24 0.59 21.08 99.96
Ours(SAS+LT) 4.45 59.34 4.86 18.47 73.42

without Label-Transfer Learning (w/o LT) which degrades
to the DETR model, our model without Sawtooth Annealing
Scheduling (w/o SAS), our model with full Label-Transfer
(full LT) where all known proposals will be projected into
unknown classes, our model with a manual unknown se-
lection strategy Novelty Classification proposed by OW-
DETR [3] (with NC), and the full model (SAS+LT) based
on DETR. As we can see from the table, the DETR-based
model without the Label-Tansfer lacks the ability to detect
unknown classes. Without SAS, the detection ability of



Figure 14. Visualization of different training phases.

the model for both known and unknown classes decreases,
due to the lack of annealing process which is designed to
achieve collaborative learning. Full Label-Transfer will
greatly damage the known detection performance and even
causes the DETR-based model to lose the detection capa-
bility of known classes. Besides, adopting the unknown
discovery strategy NC cannot bring performance gains for
our model. In conclusion, our full model based on DETR
achieves the best performance, and each module contributes
to the proposed model.

2.5. Analysis of Time Complexity

Figure 15 illustrates the training time in task t1 of the
state-of-the-art OWOD methods and ours. From the table,
we can observe that, for models based on the RCNN struc-
ture, ORE with a simple unknown-selection strategy costs
nearly 3.0 hours, while ours costs 9.0 hours but less than the

newly-proposed method SA (15.5 hours). For models based
on the DETR structure, the training time of our model (8.0
hours) is less than OW-DETR (11.5 hours). That is because
our model does not require manually selecting unknown
proposals, while OW-DETR proposed a complex attention-
driven unknown-selection strategy with more computations.
Considering our detection performance gains, our training
time is totally acceptable, and even more efficient compared
to the newly-proposed OW-DETR and SA.

2.6. Analysis on Incremental Tasks

Due to the space limitation, we only report the known
performance of both previous known classes and the cur-
rent known classes (namely, the newly-annotated classes).
In Table 3, we list the detailed information on known de-
tection performance. In most cases, our model achieves
superior performance, proving that our model could main-



Figure 15. State-of-the-art comparison of training time (hours) in
Task t1.

tain the known performance with unknown recognition im-
provement.

3. Additional Visualization

Figure 4 shows the visualization comparison with other
state-of-the-art models based on the Faster RCNN base-
line. We can observe that our model could simultaneously
detect both known and unknown objects with more accu-
rate bounding boxes and classification labels. In addition,
with the unknown identification ability, ORE tends to over-
generate bounding boxes aiming at localizing more unseen
objects. SA attempts to under-generate bounding boxes
to avoid misclassification. In contrast, without manually-
designed unknown-discovery strategies, our model could
produce appropriate bounding boxes and make precise pre-
dictions.

Figure 5 to Figure 12 list more visualization comparisons
of our model in different tasks. Figure 5 to Figure 8 show
the results of the RCNN-based model, and Figures 9 to 12
show the results of the DETR-based model. Some objects
are detected as unknown classes in Task t1 and will be rec-
ognized in the following tasks. Figure 13 further displays
some failure cases of our model. Without appropriate guid-
ance, the model easily classifies part of the known objects
or multiple unknown objects as a single unknown instance.
Moreover, with nearly 20% UDR performance, there must
be many missing-detection situations.

We also exhibit visualization of each phase during train-
ing in Figure 14. At the end of the forming phase, only
objects of known classes could be identified. In the middle
of the extending phase when the known mAP reaches its
lowest point, most objects are recognized as the unknown
class. Finally, after the disentangle degree λ returns to zero,
the model is thoroughly trained, and both known and un-
known objects can be detected.

4. Supplementary Video

We further show the disentanglement process and more
visualization of our approach in the supplementary video,
which is available at the google drive link.
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