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1. Comparision With More Datasets
Owing to the page limitation, we did not display nu-

merous relevant datasets, especially for some image-based
datasets. Thus, in this section, we provide a more compre-
hensive comparison for FLAG3D in Table 1.

2. FLAG3D Dataset
Figure 4 displays more examples from our dataset. From

left to right, the MoCap data, rendered RGB image, and
RGB image with SMPL fitting are shown, respectively.
From top to bottom, we demonstrate several frames from
FLAG3D Dataset. They represent action “Svend Press”,
“Standing Straight-arm Chest Press With Resistance Band
”,“Jumping Jacks”,“Kneeling Left Knee Lift”,“Left-side
Knee Raise And Abdominal Muscles Contract ” and “Prone
Press Up With Torso Rotation” respectively.

3. Labeling System
There are 60 kinds of fitness actions in FLAG3D. Se-

lected activities exercise most parts of our body, includ-
ing the chest, back, shoulder, arm, neck, abdomen, waist,
hip, and leg. For example, there are six kinds of actions:
“Svend Press”, “Keeling Push-ups”,“Standing Straight-
arm Chest Press With Resistance Band”, “Small Dumbell
Floor Flies”, “Chest Fly”, and “ Push-ups that exercise
chest muscles”. As shown in Table 4, we label each action
from A001 to A060.

4. Additional Details of Data Collection
From right to left in Figure 1, each part of the bottom

branch is point cloud data, rigid body constraints data based
on the point cloud data, skeleton data, and skin data. This
showes the whole data process at the software level in the
MoCap system. The point cloud data and the skeleton data
are involved in our dataset to implement various experi-
ments. The rigid body constraints data are the intermediate
products to produce the skeleton data. And the skin data

Figure 1. An overview of the MoCap system. From right to left,
each part of the bottom branch is point cloud data, rigid body con-
straints data based on point cloud data, skeleton data, and skin
data. When volunteers perform actions in the motion capture field,
infrared cameras transmit the high frame rate IR grayscale images
to the data switch. At the same time, monitors check whether the
data is captured properly by the dynamic data displayed on the
device. The point cloud data and the skeleton data are involved in
our dataset to implement various experiments. The rigid body con-
straints data were the intermediate products to produce the skele-
ton data. And the skin data displayed a real-time capture effect to
help us track possible problems in the capture process.

displays a real-time capture effect to help us track possible
problems in the capture process.

4.1. MoCap Marker

Volunteers wear special MoCap apparel. MoCap cos-
tumes have dense markers to ensure that all parts of the body
are accurately recorded. Marker numbers for body parts are
listed in Table 2. Totally, there are 77 markers on the volun-
teer body to ensure that our dataset could provide accurate
3D skeleton information.
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Table 1. Comparisons of FLAG3D with the various datasets. Type represents the dataset consists of images or videos. Other abbreviations
are the same as body part.

Dataset Subjs Cats Seqs Frames Type LA K3D SMPL Resource Task

UCF101 [22] - 101 13K >2M Video × × × Nat. HAR
Penn Action [29] - 15 2326 - Video × × × Nat. HAR,HPR
MPII [3] - 410 - 24K Image × ✓ - Nat. HAR,HPE
COCO [14] - - - 104k Image × × × Nat. HPE
AMASS [17] >300 - 11K 16M Video × ✓ ✓ Lab. HMR
AGORA [19] >350 - - 17K Image × × ✓ Syn. HMR
SURREAL [25] 145 - 2K 6M Video × ✓ ✓ Nat.+Syn. HMR
HUMBI [28] >700 - - 26M Video × ✓ ✓ Lab. HMR
THuman [31] 200 - - 28K Image × ✓ ✓ Syn. HMR
PoseTrack [2] - - 550 66K Video × × × Nat. HPE
Human3.6M [9] 11 17 839 3.6M Video × ✓ - Lab HAR,HPE,HMR
CMU Panoptic [11] 8 5 65 594K Video × ✓ - Lab HPE
MPI-INF-3DHP [18] 8 8 - >1.3M Video × ✓ - Lab+Nat. HPE,HMR
3DPW [27] 7 - 60 51k Video × × ✓ Nat. HMR
ZJU-MoCap [20] 6 6 9 >1k Video × ✓ ✓ Lab HAR,HMR
NTU RGB+D 120 [15] 106 120 114k - Video × ✓ - Lab HAR,HAG
HuMMan [4] 1000 500 400K 60M Video × ✓ ✓ Lab HAR,HMR

HumanML3D [7] - - 14K - - ✓ ✓ ✓ Lab HAG
KIT Motion Language [21] 111 - 3911 - - ✓ ✓ - Lab HAG
HumanAct12 [8] 12 12 1191 90K Video × × ✓ Lab HAG
UESTC [10] 118 40 25K > 5M Video × ✓ - Lab HAR,HAG

Fit3D [6] 13 37 - > 3M Video × ✓ ✓ Lab HPE,RAC
EC3D [30] 4 3 362 - Video × ✓ - Lab HAR
Yoga-82 [26] - 82 - 29K Image × × × Nat. HAR,HPE

FLAG3D (Ours) 10+10+4 60 180K 20M Video ✓ ✓ ✓ Lab+Syn.+Nat. HAR,HMR,HAG

4.2. Hardware

We use the VICON [1] optical motion capture system
to capture the character’s motion, which consists of 24 VI-
CON V16 cameras. Our system works with Vicon’s pow-
erful software platforms to enable a light touch while we
are running a capture session. This MoCap system is highly
robust, it can perform bump detection while capturing mo-
tions. Bump detection means that the system knows when
a camera needs recalibrating and auto-heals without oper-
ator input. MoCap system’s technology IP advances allow
Vantage+ to hit resolution and speed sweet spots. Specific
parameters of the camera are shown in Table 3.

Table 2. Marker numbers for body parts. In order to capture fine-
grained human movements, we add sufficient markers on all parts
of the human body.

Body Parts Markers Body Parts Markers

Head 5 Finger 10 × 2
Waist 6 Thorax and back 12
Arm 4 × 2 Wrist and Palm 4 × 2
Leg 4 × 2 Ankle and Foot 5 × 2
Total 77

Table 3. Hardware Parameters. Cameras used in this system have a
maximum resolution of 4096×4096. It is capable of 120fps while
maintaining maximum resolution sampling.

Vantage+ Normal Mode
Model V16
Resolution (MP) 16
Max Frame Rate (Hz) 120 @ 16MP
Max Frame Rate (Hz) 2000
On-Board Marker Processing Yes
Standard Lens 18 mm
Wide Lens 12.5 mm
Minimum Standard FOV (H x V)° 54.7 × 54.7
Minimum Wide FOV (H x V)° 76.4 × 76.4
Camera Latency 8.3 ms
Strobe IR
Shutter Type Global
Connection Type Cat5e / RJ45
Power PoE+
Max Power Consumption 24W
Dimensions (mm) (H x W x D) 166.2 × 125 × 134.1
Weight (kg) 1.6
Updateable Firmware Yes



Figure 2. Camera Position Setting. In rendering software, the camera positions are settled as shown in figure (a). The avatar is surrounded
by six cameras in a circle to allow for multi-angle video. In the nature scene, we selected two camera positions as shown in figure (b). The
red dotted line represents a random selection of one of these perspectives.

4.3. Camera Position

In Figure 2, we show the camera settings for rendered
videos and natural videos. We put 6 cameras around the
avatars to obtain the multi-view videos and Figure 2(a) dis-
plays the arrangement. And for natural videos, we require
volunteers to shoot their videos from two views. One is the
front view and another is any front side view as shown in
Figure 2(b). The red dotted line represents we only need
one camera in the side view.

5. Details of Experiments
5.1. Action Recoginition

For in-domain experiments, we employ an Adam [12]
optimizer for 30 epochs using a cosine decay learning rate.
A batch size of 64 is used. Specifically, the initial learn-
ing rate and weight decay are set to 0.1 and 5e-4, respec-
tively. For out-domain experiments, we use a larger batch
size of 128. The learning rate, weight decay, optimizer and
scheduler are the same as that for in-domain experiments.
Unless otherwise mentioned, for all models, we sample 500
frames uniformly from the entire clip and only adopt the
joint stream. We take the 10-clip testing results to report
our Top-1 accuracy.

5.2. Human Mesh Recovery

For the optimization process to obtain the SMPL mesh,
the loss weights λ1, λ2, λ3, λ4 in the objective function are
1, 5× 10−3, 1, 1× 10−3 respectively. We verify the SMPL

Figure 3. Per-class performances of 2s-AGCN under the in-
domain and out-domain scenarios. 0: Wrist Joint Warm-up; 1:
Shoulder Bridge; 2: Prone Press Up With Torso Rotation; 3: Lying
Shoulder Joint Downward Round; 4: Kneeling Right Arm Raise;
5: Bent-over Dumbbell Tricep Extension.

parameter registration process using the MPJPE and PA-
MPJPE and their values are 56.09 and 27.02 respectively.

We used the pre-trained HR-Net [23] backbone to fine-
tune the ROMP method on FLAG3D Dataset. We employ
an Adam [12] optimizer. An initial learning rate of 5e-5 and
a batch size of 64 are used. We use the 3D SMPL joints [16],
2D COCO-17 keypoints [14] obtained from HR-Net [23]
method and shape parameters to supervise the training.



6. Analysis of Evaluation
As shown in Figure 3, the Top-1 accuracy of 2s-AGCN

on “Bent-over Dumbbell Tricep Extension” and “Lying
Shoulder Joint Downward Round” are inferior compared
with other categories, the most confusing classes for “Bent-
over Dumbbell Tricep Extension” are “Bent-over W-shape
Stretch”, “Bent-over Y-shape Stretch” and “Right-side
Bent-over Tricep Extension With Resistance Band”.

A qualitative comparison of different methods for human
mesh recovery on FLAG3D is shown in Figure 5. As we can
see in this picture when the human is lying or kneeling the
result will be dissatisfactory. We have mentioned this phe-
nomenon in the body part. In this section, we will explore
more about it. The first question is, are these results caused
by the reason that the person is too tiny in the picture to
recognize or the reason that the action is too complex to re-
cover an accurate pose? The answer is both but the latter
more matters. We crop the original picture into 1/2 and 1/4
to make a larger character in the image and then evaluate
methods on it. In Figure 5, we showed the inference re-
sults from different methods on three cropped pictures. The
results indicate that for the original image with the tiny per-
son the challenge lies in recognizing the right person in the
picture but for the cropped image because the person is no
longer tiny, some algorithms could recognize the person in
the right location which is an improvement as we find al-
gorithm couldn’t recognize the person in many cases with
default threshold 0.2 and we often have to reduce it to let
the algorithm work but the side effect is the method will of-
ten misrecognize the background as a person or recognize
the person which is not in the proper location(see examples
in Figure 5 row 4). And for the cropped pictures, the chal-
lenge is to understand the right posture in this case. But
there is still a large distance to the acceptable result. From
Figure 5, BEV [24] and ROMP [5] indeed estimate the ly-
ing posture of one body but can’t infer the poses of the limbs
accurately. Even if the algorithm could recognize the right
person in the right location, it is also very challenging to
recover some complex activities.

The second question is, What kind of action is difficult to
recover? So we explore the effects of different movements
on human mesh recovery based on FLAG3D. We compare
the results trying to estimate three activities in Figure 5.
To control the unrelevant variable, we choose three actions
from the same person, same scene and same view. From left
to right, the Figure 5 displays the results from standing to ly-
ing. We find as people’s center of gravity dropping, the task
is more challenging because the visible part of the whole
body is less and less. From the visual results of the exper-
iment, standing is easy to recover pose than kneeling and
kneeling is easy than lying. The character’s size in column
2 and column 3 is approximately the same but the meth-
ods’ performance on these are distinct, which confirms that

complex activities are the main challenge for this task.
Another reason that these methods can’t deal with these

cases is that they never learn about them because past
datasets for training hardly include these actions about fit-
ting. So our dataset could serve as a difficult and long-term
benchmark for human mesh recovery task.
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Table 4. Action comparison table of FLAG3D. In total, there are 60 kinds of actions. Selected activities exercise most parts of the body,
including the chest, back, shoulder, arm, neck, abdomen, waist, hip, and leg.
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Figure 4. Several frames from FLAG3D Dataset. From left to right we display the MoCap data, Original Rendered RGB Videos, and
Rendered RGB Videos with SMPL Mesh fitting results.



Figure 5. Results from different methods on three cropped pictures. From top to bottom: Original Picture(row 1), VIBE [13](row 2),
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